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ABSTRACT 
 

This study proposes an automated time series decomposition (ATSD) technique for sales anomaly 
detection using weekly ice cream sale data from Google Trends with the caption "(Mobile AL-
Pensacola (Ft. Walton Beach) FL. In this study, an empirical approach based on automatic time 
series decomposition (ATSD) was used to detect anomalies in sales data. A historical quantitative 
weekly ice cream sales data between periods of 9 April 2017 to 3 April 2022 consisting of 261 data 
points was used. The process for discovering the anomalous sales point includes importing of the 
necessary libraries, data visualization, construction of the ATSD model, creating the time series 
components from original data (seasonal, trend, residual), calculating the estimated from the 
original, and finally, the extraction of the anomalous sales. Anomalies were first discovered during 
the data visualization stage, which revealed some abnormal sales in mid-2019, late-2019, and early 
2020. However, after applying the ATSD, our model detected anomalies with the specific dates of 
these anomalies. Following the application of the ATSD, our results indicate that the proposed 
anomaly detection approach can reliably detect anomalies with the dates of these anomalies. 
Because this technique worked well with our data, we assume it will work with any time series data. 
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1. INTRODUCTION  
 
In today's world, a massive quantity of data is 
created every day in many industries and saved 
in databases; as a result, there is an increasing 
demand for evaluating more efficient and 
effective software to use the information included 
in the data. Several methods for extracting 
information from data, including classification, 
exploratory data analysis, and clustering, are 
available using different software [1]. One 
technique to use data is to highlight abnormal 
behavior and identify outliers or anomalies in the 
data. In any organization, the sales department is 
critical to the company's success. The                        
unique and critical duty of sales is to                              
bridge the gap between the demands of potential 
customers and the products/services offered by 
the organization that can meet those needs             
[2].  
 
Organizations are being pushed to deal with the 
surge in demand and users across their digital 
goods, including websites and mobile 
applications, as e-commerce sales continue to 
rise [3]. Companies that began employing 
anomaly detection software and technologies 
before the pandemic arrived were better 
equipped to comprehend their clients' abrupt and 
ever-changing demands [4]. They might better 
foresee the increase in e-commerce transactions 
and online buying, making it simpler to align 
goals and provide their consumers with an 
excellent online shopping experience [5]. 
Anomaly detection is critical in resilient 
distributed software systems because it improves 
communication about the system behavior, 
improves root cause investigation, and reduces 
risks to the software ecosystem. For instance, 
during the emergence of the COVID 19 
pandemic, everyone went into a frenzy over 
purchasing face masks, alcohol-based hand 
sanitizers, and Clorox to maintain personal 
hygiene. The sudden rise in purchases of this 
nature could lead to a system jam, culminating in 
anomalous data. Anomaly detection technology 
also allows merchants to remain ahead of the 
curve and spot critical patterns before impacting 
their bottom line [6]. This paper aims to detect 
anomalous data based on the automatic time 
series decomposition. Also, since sales are 
attached to everyday human life, this work seeks 
to match the anomalous data points to their 
respective dates, which will apply to other time-
series data. 

Anomaly detection refers to any procedure that 
identifies outliers in a dataset, those things that 
do not belong there. These anomalies might 
indicate unexpected network activity, a faulty 
sensor, or simply highlight data that has to be 
cleaned before analysis. In today's distributed 
system environment, controlling and monitoring 
system performance is a vital responsibility. With 
hundreds of thousands of things to monitor, 
anomaly detection can assist point out where an 
error is occurring, improve root cause 
investigation, and obtain technical support fast. 
Anomaly detection aids in the monitoring of the 
source of chaos engineering by finding outliers 
and alerting the appropriate parties to take 
action. The anomalies are classified into three 
types: point, contextual, and collective. A point 
anomaly occurs when a single data point 
deviates from the general pattern of the data. A 
rapid and significant fall in the number of 
transactions relative to the typical range of 
purchases, for example, may indicate a point 
anomaly. A data point is considered a contextual 
anomaly if abnormal in a certain context [7]. A 
set of data points is referred to as a collective 
anomaly when they exhibit aberrant behavior as 
a group compared to the rest of the data [8]. The 
data points in the collective anomaly region may 
not be unusual individually, but their occurrence 
as a group may be. In the study carried out in [9], 
point anomalies are highlighted because rapid 
and fast changes in data are critical for e-
commerce software platform providers to satisfy 
SLA (Service Level Agreements) with brands.  
 
Since sales data are mostly in time series, 
various techniques have been deployed to detect 
anomalies. The Long-Short Term Memory 
(LSTM) network for anomaly prediction in [9] 
achieves the greatest F1 Scores and recall 
values on the test sets of both KPIs, 
demonstrating that LSTM suits the dynamics of 
e-commerce KPIs better than other time-series 
based prediction approaches. Then, in addition 
to the univariate analysis of the methods, it feeds 
the campaign information into the LSTM network 
because campaigns significantly affect the 
values of KPIs in the e-commerce domain. This 
information can be useful in preventing false 
positives that may occur during campaign 
periods. Yoseph and Heikkila [10] presented K-
means for hard, crisp clustering and (FCM) 
Fuzzy C-means for soft clustering in a large 
point-of-sale database for outlier detection. 
According to the experimental data, the K-means 
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algorithm surpasses the (FCM) Fuzzy C-means 
method in terms of outlier identification efficiency, 
and it is an effective outlier detection solution. 
Sreenivasulu [11]'s thesis examined the 
performance of several clustering algorithms, 
including K-Means, Density-based spatial 
clustering of applications with noise (DBSCAN), 
and Ordering points to identify the clustering 
structure (OPTICS). The data is created in R 
using the MixSim program. The techniques were 
evaluated on various cluster overlap and 
dimension scenarios. Evaluation criteria such as 
recall, precision, and F1 Score were utilized to 
assess the performance of clustering algorithms. 
The results reveal that DBSCAN outperformed 
other algorithms when given low-dimensional 
data with varied cluster overlap settings but not 
when given high-dimensional data with different 
cluster overlap settings. It concluded that, when 
dealing with high-dimensional data, K-means 
outperformed DBSCAN and OPTICS with 
varying cluster overlaps. A comparative review 
on intelligent financial fraud detection [12] 
focuses on computational intelligence-based 
techniques. In [1] and [13], anomaly detection 
and revenue loss estimation in accounting data 
methods to market anomaly detection was 

proposed, which detected 45 percent of 
anomalies.  
 
All of the contributions to the research                        
described above are fascinating. However,                    
they do not give a method for matching 
anomalous spots to precise dates of anomaly 
occurrence. This study, therefore aims to                    
deploy ATSD to detect anomalous sales                       
spots to precise dates of anomaly                     
occurrence. 
 
The remaining of this paper is structured as 
follows: Section 2 outlines the methodology used 
in this study, including data acquisition and 
description and Automatic Time Series 
Decomposition; Section 3 consists of 
experiments results and discussion, and the 
conclusion on our findings is outlined in section 
4. 
 

2. METHODOLOGY  
 

This section introduces the data and the 
proposed ATSD technique. The processes for 
the sales anomaly as shown in Fig. 1. 

 

 
 

Fig. 1. Sales anomaly detection process of ice cream 
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2.1 Data Description  
 
The available Google trend (Mobile AL-
Pensacola (Ft. Walton Beach) FL ice cream data 
was downloaded from [14]. The data consist of 
two columns: Colum 1 is for dates in weeks in 
which sales were captured; Column 2 captures 
the Icecream sale values. The period of the data 
starts from 9th April 2017 to 3rd April 2022. The 
length of the entire data is 261.  
 

2.2 Automatic Time Series 
Decomposition  

 
Time series decomposition is the process of 
dividing time series data into its essential 
components. These components are a possible 
trend (overall rise or decline in the mean), 
seasonality (a recurring cycle), and the remaining 
random residual [8,15]. Almost all time series 
encountered are naturally unstable, meaning the 
mean, variance, or covariance will be time-
dependent. Data from time series have a natural 
temporal ordering. This distinguishes time series 
analysis from other frequent data analysis tasks 
where there is no natural ordering of the 
observations (for example, explaining people's 
wealth relative to their education level, when the 
individuals' data might be input in any order). 
Time series analysis differs from spatial data 
analysis in that the observations are often related 
to physical places (e.g., house prices) [16]. A 
time series model will generally represent that 
data near together in time are more tightly 
connected than observations further away. 
 
Furthermore, time series models frequently use 
time's intrinsic one-way ordering, such that 
values for a particular period are depicted as 
originating in some way from past values rather 
than future values. A time series is defined 
formally as a set of random variables indexed in 
time 

1,............, TX X . An observed time series is 

indicated by 1,............, TX X , where the sub-index 

identifies the time to which the observation TX  

belongs. The first observed value 1X may be the 

realization of the random variable 1X , which can 

alternatively be expressed as ( 1, )X t w , where 

w  indicates the sample space event. Likewise, 

2X  is a realization of 2X , and so on. Different 

probability distributions can be used to 
characterize the T-dimensional vector of random 
variables. The probability space for 
socioeconomic time series is continuous, while 

the time measurements are discrete. When 
observations are made daily, weekly, or monthly, 
the frequency of measurements is considered 
high, while it is said to be low when the 
observations are made quarterly or yearly [17]. 
The challenge with any time series data is 
determining which predictors are most useful for 
the time series label. All time-series data may be 
divided into three categories: seasonality (i.e., a 
recurring cyclical pattern), trend (i.e., a growing 
mean), and residual (random noise). Trends and 
seasonality are not always apparent in time-
dependent data. The residual is what remains 
after trends and seasonality are eliminated. Time 
series models presume that the data is stationary 
and that only the residual component meets the 
criterion for stationarity [18]. Similar to 
Dukumentov's seasonal-trend regression 
approach stated in [19], the ATSD of multiple 
seasonal decompositions of a time series is 
presented below: 
 

t t t ty T S R  
                                            (1) 

 
where the observed components in the series 

are denoted by ty . Seasonal, trend, and residual 

components are denoted by tT , tS , and tR , 

respectively. The trend is the time series' 
growing and falling value. The season is the time 
series' recurring short-term cycle. The residual is 
the time series' random non-systematic 
fluctuation. If the latent components are 
dependent on one another, the correlation is 
described in a multiplicative model as: 
 

t t t ty T S R  
                                            (2) 

 

3. EXPERIMENT, RESULTS AND 
DISCUSSION 

 

3.1 Experiment  
 

The statsmodel is a Python module that provides 
classes and functions for estimating many 
different statistical models and conducting 
statistical tests and statistical data exploration 
[20]. It uses seasonality, trend, and 
decomposition using Loess (STL) to deconstruct 
a time series into three components: trend, 
seasonal, and residual. STL uses LOESS (locally 
estimated scatterplot smoothing) to compute 
smooth estimates for the three components. 
Before using the feature engineering approach, 
the input variables are filtered and normalized. 
We import several libraries such as:  Pandas, a 
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two-dimensional, size-mutable, possibly 
heterogeneous tabular data. The data format 
also includes labeled axes (rows and columns) 
[21]. Arithmetic operations are aligned on both 
row and column labels; Matplotlib is a Python 
package that allows users to create static, 
animated, and interactive visualizations. 
Matplotlib makes simple things simple and 
difficult things possible. Creating plots of 
publishing quality, for example. Also, it gives the 
flexibility for creating dynamic figures with zoom, 
pan, and update, customizing the visual style and 
layout and exporting to a variety of file types [22];  
The DateTime, a module that includes classes 
for modifying dates and timings [23]. While date 
and time arithmetic is provided, the 
implementation's primary focus is on efficient 
attribute extraction for output formatting and 
manipulation, including the seasonal-decompose 
function, which conducts automated time series 
decomposition (ATSD) from the python Jupyter 
notebook environment. 
 

3.2 Results and Discussion  
 
The ice cream data covers the period from 9th 
April 2017 to 3rd April 2022. The length of the 
entire data is 261 was loaded into the data frame 
and visualized. Due to the vast space needed for 
tabulating the data, we have provided the first 15 
data points, as shown in Table 1. The 
visualization describes the data, and the 
presentations are mostly descriptive, focusing on 
"raw" data and concise summaries. Displays of 
changed data, often based on complex 
transformations, can be included, as shown in 
Fig. 2.  

It is noticed from the visualized data                       
that there are some surges in sales between 
mid-2019, late-2019, and early 2020. The 
seasonal trend and the residual model were 
performed on the data to segregate all 
components, respectively, as shown in Fig. 3 
with the summary values of the unit sales 
tabulated in Table 2. Estimation was performed 
over the data.  
 
Table 1. Record of the first 15 icecream data 

points 
 

Date Anomaly sales value  
(units) 

2017-04-09 40 
2017-04-16 43 
2017-04-23 41 
2017-04-30 44 
2017-05-07 52 
2017-05-14 54 
2017-05-21 44 
2017-05-28 62 
2017-06-04 46 
2017-06-11 52 
2017-06-18 58 
2017-06-25 58 
2017-07-02 75 
2017-07-09 62 
2017-07-16 63 

 

The estimator was to guess at a parameter that 
is not supposed to be part of the dataset. It is the 
sum of all the seasonal and trends in the data. 
Fig. 4 shows the estimated points printed over 
the original data. This helps further to analyze 
the anomalous points in the data. 

 

 
 

Fig. 2. Visualization of Ice cream data 
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Fig. 3. The original, seasonal, trend, and residual series of the data using STL 
 

Table 2. Record of the seasonal, trends, and residual ice cream data points 
 

Date Seasonal  Trend Residual 

2017-04-09     
2017-04-16     
2017-04-23         
2017-04-30     
2017-05-07    
2022-03-06  
2022-03-13  
2022-03-20  
2022-03-27 
2022-04-03      

4.005275 
 3.965689 
-2.305061   
-4.722598   
0.153714 
-12.677708 
4.518139 
-3.787766 
-0.650115  
  3.592509   

46.505146 
 46.597640 
 46.690089  
46.782495  
46.874866 
2022-03-06                        
2022-03-13     
2022-03-20     
2022-03-27    
62.232510 

-2.499871 
 0.368049 
 -3.385027 
 1.940103 
 4.971421 
-1.104950 
 4.587045 
4.780589 
 2.530373 
 -0.825019 

 

 
 

Fig. 4. The original and the estimated points for the Ice cream sales data (original in black and 
Estimated in grey) 
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Fig. 5. Isolating abnormal points from the residual data 
 

 
 

Fig. 6. Plot showing the abnormal points 
 

We note that, these abnormalities affect the 
model's performance as sale anomalies are seen 
between mid-2019, late-2019, and early 2020. As 
the thumb rule in statistics, we set a lower limit 
threshold by subtracting three times the residual 
standard deviation from the residual mean. 
Again, we developed an upper limit threshold by 
adding three times the residual standard 
deviation to the residual mean. These steps were 
used to isolate outliers from the residual data, as 
shown in Fig. 5 and the point well-identified, as 
shown in Fig. 6. 

 
Table 3. Record of sale anomalies 

 
Date Anomaly sales value 

(Units) 

2019-06-30 100 
2019-11-30 80 
2020-03-22 44 

 

These three anomaly sales with their specific 
dates of occurrence are printed as shown in 
Table 3. 
 

4. CONCLUSION 
 

This research proposes detecting sales 
anomalies using automated time series 
decomposition based on ice cream data from 
Google Trends. The first anomaly was 
discovered during the data visualization stage, 
which revealed some abnormal activity in mid-
2019, late-2019, and early 2020. However, the 
precise date could not be determined due to 
probable human bias. Following the application 
of the ATSD, our results indicate that the 
proposed anomaly detection approach can 
reliably detect anomalies with the dates of these 
anomalies. Because this technique worked well 
with our data, we assume it will work with any 
time series data. 
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