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Abstract 

 
To identify the function and positioning of urban rail stations, and provide further guidance for design and 

construction, a classification method based on spectral clustering algorithm is established. Firstly, based on 

the principles of comprehensiveness and robustness, 5 initial indicators were selected, including total entry 

count, total exit count, entrances count, bus connecting lines count, and metro connecting lines count. 

Secondly, we normalize the original data by Z-score method and extract two main clustering factors through 

principal component analysis. Finally, we propose a station classification model based on spectral clustering 

algorithm. The effectiveness of the proposed method is verified in Hangzhou Metro System. The K-means 

cluster algorithm and spectral cluster methods are employed. The results show that the proposed model can 

successfully identify the types of urban rail transit stations, clarify the function and orientation of each 

station. 
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1 Introduction 

 
The urban rail transit system plays an important role in optimizing the layout of urban functions, satisfying 

people’s travel demands, mitigating the urban traffic congestion, and promoting economic and social 

development. As key nodes of the system, the urban rail stations could not only serve transportation functions, 

but also provide public space for social activities. Because of the difference between various types of stations’ 

function, it’s essential to classify the stations and discuss their roles in improving the operational efficiency of 

public transport, promoting differentiated management of stations, and forecasting passenger flow at new routes. 

 

In the determination of clustering indicators, Scholars have listed two categories. One is to classify the station 

based on the characteristics of the connected node, by using the type of station connection mode, the number of 

track lines, the main function of the station service area, and the type of station land development as 

classification indicators [1]. Another is to classify the station based on the intention of the passengers and the 

station passenger flow as classification indicators [2]. Both two methods can reflect certain characteristics of rail 

stations, but they also lack the description of other characteristics. 

 

In the selection of clustering methods for urban rail stations, most of the previous studies used traditional 

clustering methods, such as K-Means clustering [3], hierarchical clustering [4], and two-step clustering [5]. Li S 

et al. [6] constructed the index of the mutual influence between subway and land use, and divided Guangzhou 

metro stations into 6 categories by systematic clustering method; Deng P et al. [7] applied K-Means clustering 

to classify rail transit stations; Rao C et al. [8] analyzed the land development conditions around rail transit 

stations, and classified Hangzhou Metro Line 1 stations through Analytic Hierarchy Process (AHP). When using 

conventional clustering methods to classify stations, there are often cases where local classification is too fine 

and one station is isolated as one class [9]. Therefore, a comprehensive and reliable station classification method 

is urgently needed. 

 

As a clustering method based on the graph theory, spectral clustering algorithms have been widely used in 

various fields in recent years, such as image segmentation [10],[11], data clustering [12],[13], etc. Hu X et al. 

[12] used a spectral clustering algorithm to classify the natural products in Polygonum multiflorum according to 

the molecular complexity, structure, and content. It provides a valid method for clustering plant-derived natural 

products. Yao Z et al. [13] analyzed the classification characteristics of interstation passenger flow and obtained 

the time distribution types of passenger flow between urban rail transit stations using a spectral clustering 

method. The silhouette coefficient and Davies-Bouldin index are used to demonstrate that the proposed spectral 

clustering method has better classification results compared with other methods such as k-means. 

 

Aiming at the above problems, this paper applied the spectral clustering method to establish a classification 

model of urban rail transit stations. Experimental verification analysis was carried out by the Hangzhou Metro 

System data. 

 

2 Rail Transit Station Clustering Analysis Method 

 
2.1 Clustering indicator analysis 
 
The selection of clustering indicators should be based on the following principles [14]: 

 

(1) Each indicator can reflect a certain characteristic of the rail transit station, and all the indicators reflect all 

the node attributes and site attributes of the rail station as comprehensively as possible. 

(2) Each indicator should be quantifiable. 

(3) Values of each indicator are easy to obtain and collect. 

 

Combined with the above indicator selection principles, 5 indicators are selected, total entry count, total exit 

count, entrances count, bus connecting lines count, metro connecting lines count. The initial cluster indicators 

are shown in Table 1. 
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Table 1. Description of Initial clustering indicators 

 

ID Indicator Description 

1 Total Entry Count Total number of inbound passengers 

2 Total Exit Count Total number of outbound passengers 

3 Entrances Count Quantity of station entrances 

4 Bus Connecting Lines Count Quantity of connecting bus lines within 500m 

5 Metro Connecting Lines Count Quantity of connecting metro lines 

 

2.2 Data pre-processing 
 

Before the cluster analysis, because the data units or orders of magnitude of each indicator may be different, it is 

necessary to standardize the original data to eliminate the influence of different data dimensions. In this paper, 

Z-score is selected to standardize the data. 

 

ijx  is the j  indicator’s raw value of the i  station, and 
ijx  is the standardized value. The calculation formula is 

shown in (1). 

 

ij j

ij

j

x x
x

s


                   (1) 

 

In which (1), jx  is the sample mean, js  represents the standard deviation. 

 

2.3 Feature extraction based on the PCA 
 
5 initial clustering indicators were selected. Each of the feature value reflects the partial information of the rail 

transit stations in different aspects, so it is easy to have the problem of the multivariate collinearity. In order to 

avoid the situation of high computational cost and inaccurate clustering results caused by directly using the 

initial indicators for clustering, it is necessary to reduce the dimension of the features value and extract the 

common factors to replace the initial clustering indicators [15]. 

 

The Principal Component Analysis (PCA) use the idea of dimensionality reduction to condense multiple 

indicator variables into a few principal components by linear transformation. The principal components are 

independent of each other and could reflect most of the information of the original indicators. 

 

2.4 Clustering analysis 
 

Clustering analysis could group objects into multiple classes. Objects in the same class have a high degree of 

similarity, and objects in different classes have a high degree of difference. And cluster analysis has the 

advantages of flexibility, robustness, distribution and self-organization. It can comprehensively use multiple 

indicator variables to perform careful and reasonable clustering of samples. Therefore, it is suitable for the 

classification of the rail transit stations. 

 

When using the traditional clustering algorithm to classify rail transit stations, it often happens that the local 

classification is too fine to isolate a station as one class. Analyzing the principle of algorithm, it could be noticed 

that traditional clustering algorithm (such as K-means) directly classifies the characteristic matrix during the 

calculation, which makes the classification result susceptible to the influence of indicators with small 

differences [16]. 

 

Spectral clustering is a clustering algorithm based on the graph theory, and its essence is to transform the 

clustering problem into the optimal partition problem of the graph [17]. The spectral clustering algorithm 

calculates the eigenvalues and eigenvectors of the matrix first, and then selects the appropriate eigenvectors for 
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clustering. Therefore, compared with traditional clustering algorithms, spectral clustering could adapt to more 

types of data distribution and work on arbitrary sample spaces. 

 

2.4.1 Determine the number of clusters 

 

Before clustering the sample data with the spectral clustering algorithm, the number of clusters should be 

determined first. In this paper, the number of clusters k  is determined by the elbow method [18] and the 

silhouette coefficient method [19]. 

 

The core index of the elbow method is Sum of Squared Errors ( SSE ). The calculation formula is shown in (2). 

 

2

1

| |
i

k

i

i p C

SSE p m
 

                    (2) 

 

In which (2), iC  represents cluster i ; p  represents a sample in iC ; im  represents the mean of all samples in 

iC ; SSE  represents the clustering error of all samples, which reflects the qualification of the clustering effect. 

The larger the value of k , the smaller the value of SSE , and the better the sample will be classified. 

Moreover, when k  is less than the optional number of clusters, the decline speed of SSE  is rapid. When k  is 

greater than the optional number of clusters, the decline speed of SSE  decreases significantly. 

 

The core index of the silhouette coefficient method is the silhouette coefficient. The calculation formula is 

shown in (3). 

 

max( , )

b a
S

a b


                   (3) 

 

In which (3), a  is the degree of cohesion, which represents the average distance between iX  and other samples 

in the same cluster. b  is the degree of separation, which represents the average distance between iX  and all 

samples in the nearest cluster. The calculation formula of the nearest cluster is shown in (4). 
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In which (4), p  is a sample in cluster kC . 

 

The average silhouette coefficient is the mean of the silhouette coefficients of all samples. The closer sample 

distance within the cluster and the farther the sample distance between clusters, the larger average silhouette 

coefficient and the better the sample will be classified. 

 

2.4.2 Spectral clustering 

 

According to the different spectral decomposition forms of the Laplace matrix, there are varieties of 

implementation method of spectral clustering algorithm. The process of different methods could be summarized 

as the following steps [20],[21]: 

 

Step 1: construct a graph ( , )G V E  according to the data set  1 2, , , nX x x x , the vertex iV  of the 

graph represents the data ix , and the weight ijw  of edge ijE  represents the similarity between ix  and jx . 
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Step 2: construct the similarity matrix ij n n
W w


     according to the Gaussian Kernel Function 

2

2

|| ||
exp( )

2

i j

ij

x x
w




  . Obviously, =ij jiw w , and elements on the diagonal of W  are 0. 

 

Step 3: calculate the degree matrix 1 2( , , , )nD diag d d d , where 

1

n

i ij

j

d w


 . 

 

Step 4: calculate the Laplace matrix. 

 

Step 5: calculate the first k  eigenvalues of the Laplace matrix rwL  and their corresponding eigenvectors (in 

ascending order). Then use the k  eigenvectors to construct a matrix 1 2[ , ,..., ] n k

kV v v v R   . 

 

Step 6: treat each row of matrix V  as a point, and perform clustering with K-means. If row i  is classified into 

cluster j , the corresponding point belongs to cluster j . 

 

In this paper, we select three commonly used spectral clustering algorithms for classification. When we obtain 

the Laplace matrix by formula (5), it is the unnormalized spectral clustering algorithm. When we obtain the 

Laplace matrix by formula (6), then normalize the matrix V  into matrix U and turn to step 6, it is the NJW 

algorithm [22]. When we obtain the Laplace matrix by formula (7), then normalize the matrix V  into matrix 

U and turn to step 6, it is the MS algorithm [23]. 

 

L D W                    (5) 

 
1 1 1 1

2 2 2 2 = I-symL D LD D WD
   

                   (6) 

 
1 1= I-rwL D L D W                    (7) 

 

3 Hangzhou Rail Transit Stations Clustering Example 
 

The passenger flow data used in this paper is the daily entry and exit statistics of the Automatic Rail Fare 

Collection System (AFC). The sampling time is from December 22, 2020 to December 31, 2020. After data 

selection, there are a total of 116 rail transit stations in Hangzhou. 

 

3.1 The test of KMO and bartlett 
 

The KMO and the Bartlett test were carried out to examine the structural validity. The results are shown in 

Table 2. The KMO test coefficient is 0.652, the significance is 0.000, and the structural validity is high. The 

PCA method can be used for data processing. 

 

Table 2. The test of KMO and bartlett 

 

KMO Test Bartlett Test 

Approximate chi-square df Sig. 

0.652 552.015 10 0.000 
 

3.2 Feature Extraction 
 

The initial feature values were subjected to the principal component analysis, and the feature values of each 

principal component and their contribution rates were calculated. The results are shown in Table 3. Two 
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principal component indicators are extracted from the 5 initial feature values reflecting the characteristics of the 

rail transit stations. These 2 indicators explain that 77.861% of the original information, indicating that the 

original information has been well extracted, so these 2 principal component indicators can be selected for 

further analysis. 

 

Table 3. The index feature value and contribution rate 

 

Components ID Feature Value Contribution Rate/% Accumulation 

1 2.667 53.350 53.350 

2 1.226 24.511 77.861 

3 0.613 12.266 90.127 

4 0.445 8.909 99.036 

5 0.048 0.964 100.000 

 

In order to analyze and describe the station classification result obtained by clustering, it is necessary to 

determine the meaning of each principal component after the factor extraction. The component matrix is shown 

in Table 4. 

 

Table 4. Component matrix 

 

Initial Indicators Components 

1 2 

Total Entry Count 0.915 −0.285 

Total Exit Count 0.910 −0.302 

Entrances Count 0.765 −0.127 

Bus Connecting Lines Count 0.375 0.793 

Metro Connecting Lines Count 0.527 0.638 

 

It can be seen from Table 4 that the main component 1 has a larger load value in total entry count, total exit 

count, and the quantities of entrances and exits, which is 0.765~0.915. Therefore, the principal component 1 

reflects the flow characteristics of stations. The principal component 2 has a larger load value on bus connecting 

lines count and metro connecting lines count, which is 0.638~0.793. Therefore, the principal 2 reflects the 

connection characteristics of the stations. 

 

3.3 Determine the number of clusters 
 

The relationship between the number of clusters k  and the silhouette coefficient is shown in Fig. 1, and the 

relationship between the number of clusters k  and SSE  is shown in Fig. 2. According to Fig. 1, when the 

value of silhouette coefficient is the largest, k  is equal to 2, indicating that the optimal number of clusters is 2. 

However, it can be seen from Fig. 2 that SSE  is still very large when k  is equal to 2. Considering Fig. 1 and 

Fig. 2 comprehensively, when the second largest silhouette coefficient is taken, k  is equal to 7, and now SSE  

is already at a low level. Therefore, the optimal number of clusters should be 7. 

 

 
 

Fig. 1. The relationship between k and the Silhouette Coefficient 
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Fig. 2. The relationship between k and SSE 

 

3.4 The clustering result 
 
In this paper, four clustering methods, including K-means, unnormalized spectral clustering algorithm, NJW 

algorithm and MS algorithm, are used to analyze the rail transit stations described by 2 principal component 

factors, and the appropriate number of station classifications is 7 categories, and the specific classification 

details of 116 rail transit stations are obtained. The station classification result obtained by different spectral 

clustering algorithms are shown in Fig. 3. 

 

 
 

 

 

  

 

 

Fig. 3. Station classification result obtained by different clustering methods 

 

According to Fig. 3, all the four clustering methods can classify the stations. Nevertheless, in the classification 

results of the unnormalized spectral clustering algorithm and K-means, some local classifications are so fine that 

some stations are isolated as one class. Additionally, the calculation speed of unnormalized spectral clustering is 

slow. Therefore, the classification results of the NJW algorithm and the MS algorithm are more in line with the 

requirements of station classification. 

 

3.5 The clustering result category feature analysis 
 
The characteristics of different types of stations are shown in Table 5. 
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Table 5. Characteristics of different types of stations 

 

ID Type Hub 

Characteristics 

Location 

Characteristics 

Scale 

Characteristics 

1 Comprehensive transportation hub stations ● ◎ ○ 
2 Urban center stations ◎ ○ ⊕ 
3 Urban sub-center stations ◎ ⊕ ● 
4 Suburban stations ○ ◎ ○ 
5 Transportation connection stations ⊕ ◎ ⊕ 
6 Urban residential stations ○ ⊕ ⊕ 
7 Urban general stations ⊕ ⊕ ⊕ 

* ○<⊕<◎<● 

 

The characteristics of the stations in Class 1 are: the stations have strong hub characteristics, there are many 

buses and subway lines connected, the passenger traffic and other transportation methods are connected and 

transferred, and it is adjacent to a large comprehensive transportation hub, East Hangzhou Railway Station. 

Therefore, such stations are defined as comprehensive transportation hub stations. 

 

The characteristics of the stations in Class 2 are: the characteristics of the station hub are strong. The number of 

connecting bus lines is large. And the traffic accessibility is high. Located in the central business district of the 

city, the surrounding land development intensity is high. and the average distance between stations is small. The 

scale of the stations is medium, but the passenger volume is large. Therefore, such stations are defined as urban 

center stations. 

 

The characteristics of the stations in Class 3 are: the characteristics of the station hub are strong, the number of 

connecting bus lines is large, and the transportation connection is relatively convenient. With a large number of 

station entrances and exits, the station is large in scale. Therefore, such stations are defined as urban sub-center 

stations. 

 

The characteristics of the stations in Class 4 are: the station hub characteristics are weak and traffic accessibility 

is relatively poor. The surrounding land development intensity is low and it is far from the city center. The 

passenger volume of the station is small, and the scale of the station is small. Therefore, such stations are 

defined as suburban stations. 

 

The characteristics of the stations in Class 5 are: the station hub features are moderate. The bus connection is 

relatively convenient, and the passenger volume is relatively large. And the stations are far apart. Therefore, 

such stations are defined as transportation connection stations. 

 

The characteristics of the stations in Class 6 are: the station pivot feature is weak. The surrounding land has a 

high development intensity and a high degree of mixed construction, of which residential land accounts for a 

large proportion. Therefore, such stations are defined as urban residential stations. 

 

The characteristics of the stations in Class 7 are: the characteristics of the station hub are moderate. And the 

passenger volume is not large. The surrounding land development intensity and building mix are high. The 

proportion of various types of land is relatively balanced. There are no obvious characteristics in all aspects. 

Therefore, such stations are defined as urban general stations. 

 

4 Discussion and Conclusion 

 
Taking Hangzhou Metro System as an example, in this paper we calculate the feature values of 5 initial 

indicators. The principal component analysis method is applied to carry out data dimensionality reduction on the 

feature values, and K-means clustering algorithm and three spectral clustering algorithms are selected to classify 

the stations. The stations are divided into 7 categories, namely the comprehensive transportation hub stations, 

urban center stations, urban sub-center stations, suburban stations, transportation connection stations, urban 

residential stations, and urban general stations. The results show that the model proposed in this paper can 
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effectively identify the types of stations. The method is significant for the research of the different types of 

station passenger flow prediction and could provide useful reference for the urban rail transit management. 
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