
_____________________________________________________________________________________________________ 
 
*Corresponding author: Email: 534705992@qq.com; 
 
J. Eng. Res. Rep., vol. 26, no. 2, pp. 236-242, 2024 

 
 

Journal of Engineering Research and Reports 

 
Volume 26, Issue 2, Page 236-242, 2024; Article no.JERR.112868 
ISSN: 2582-2926 

 
 

 

 

Image Segmentation Solutions for 
Improved Non-Cooperative Target 

Recognition 
 

Wenhang Jia a* 
 

a School of Mechanical Engineering, North China University of Water Resources and Electric Power,  
Zhengzhou, China. 

 
Author’s contribution 

 
The sole author designed, analyzed, interpreted and prepared the manuscript. 

 
Article Information 

 
DOI: 10.9734/JERR/2024/v26i21085 

 
Open Peer Review History: 

This journal follows the Advanced Open Peer Review policy. Identity of the Reviewers, Editor(s) and additional Reviewers,  
peer review comments, different versions of the manuscript, comments of the editors, etc are available here: 

https://www.sdiarticle5.com/review-history/112868 

 
 

Received: 09/12/2023 
Accepted: 13/02/2024 
Published: 17/02/2024 

 
 

ABSTRACT 
 

The number of failed satellites in space is increasing, and they need to be fueled through space 
docking to extend their life or clean them out of orbit. Visual measurement is widely used in the 
docking session because of its real-time performance and economy, but the collected images will 
have background interference, which directly leads to the degradation of the accuracy of visual 
measurement. Reduce the difficulty of subsequent image processing by solving these problems. 
For the non-cooperative target of the star-arrow docking ring and the solar sail panel, which are two 
significant targets, this paper is based on target detection, according to the image difference, 
binarization, morphological operations and other methods to complete the accurate segmentation of 
the two targets, which can be more accurately complete the target detection, and the image 
segmentation effect is obvious. The target image obtained by image segmentation does not contain 
background interference, which is convenient for feature extraction and matching of the image. 
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1. INTRODUCTION 
 
With the increasing efforts of mankind's space 
exploration, the number of artificial satellites in 
space has also greatly increased, and the 
number of failed satellites due to malfunction or 
fuel exhaustion has also increased [1]. Failed 
satellites not only occupy orbit resources, but 
also threaten the safety of other satellites [2]. 
Some of the failed satellites are cooperative 
satellites, i.e., satellites that can provide 
cooperative information, in contrast to non-
cooperative targets, and visual measurement for 
non-cooperative targets is a major difficulty [3], 
which has been studied in various countries     
[4-6]. 
 
Visual measurement is degraded in accuracy 
and speed because of light, occlusion, 
background noise and other factors. Visual 
measurement can get a lot of information about 
the target, such as size, attitude, etc., through 
optical imaging, but computers cannot have 
strong recognition ability and error tolerance 
space like humans [7-9]. Du [10] used the Canny 
algorithm for edge detection, and used the 
Hough transform to find a straight line for the 
rectangular borders of solar sail panels, which in 
turn determines the rectangle's vertices and 
edge lengths; He [11] proposed the 
morphological operations of open and closed 
operations to extract the edge information of the 
features, which is significantly improved 
compared with the traditional methods. 
 
With the development of artificial intelligence, 
some scholars have introduced machine learning 
into visual measurement to improve the accuracy 
and speed of automatically extracting target 
features, and the existing machine learning 
methods based on deep neural networks are 
quite widely used [12-15]. For example, Du [16] 
designed a keypoint detection network combining 
convolutional neural network (CNN) and 
Perspective-n-Point (PnP) algorithms, created a 
non-cooperative target image dataset, trained a 
BiSeNet-based model, and performed real-time 
semantic segmentation of non-cooperative 
targets, and the satellite recognition accuracy of 
this method was 99.48%, and the target 
segmentation accuracy was 98.11%; Wang [17] 
proposed a new regional Focused Feature 
Detection (RFD) method to solve this problem 
and improve target detection accuracy. This 
method improves the similarity by 10.69%, the 
extraction rate by 9.04% and the precision by 
13.27%. 

2. METHODOLOGY 
 
In this study, a non-cooperative target image 
segmentation method based on target detection 
is proposed. The method first obtains a 
convolutional neural network model by creating a 
training set, then uses the model for target 
detection of the star-arrow docking ring and the 
solar sail panel, and finally uses different 
methods for image segmentation of these two 
different targets based on the target detection 
results. 
 

2.1 Target Detection 
 
Target detection is the localization and 
identification of one or more target objects in an 
image or video. The goal is to detect the location 
of all targets in an image and assign category 
labels to each target. Target detection not only 
determines the presence of a target in an image, 
but also determines the location of the target in 
the image. Convolutional neural network based 
target detection is the commonly used method. 
The input for target detection is the entire image 
and the output is the location and category labels 
of the targets. 
 

2.1.1 Dataset creation 
 
The camera in this paper adopts Lt-C4040/Lt-
M4040 model CCD (charge coupled device) 
grayscale camera; the lens in this paper adopts 
Basler Lens C11-0824-12M-P model lens; 
according to the requirements of the task to build 
the satellite model of the equal scale reduction of 
the pair, as shown in Fig. 1. 
 

 
 

Fig. 1. Satellite model 
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The satellite model is photographed with the 
camera, and the distance between the satellite 
and the camera and the rotation angle need to 
be changed continuously during the process       
of photographing. The photographed non-
cooperative satellite images are imported into 
LabelIMG, which is a visualization tool for image 
calibration, and the target is labeled, which is 
done by drawing an external rectangular box for 
the target, and then labeling the target name 
corresponding to the rectangular box. For the 
convenience of name display, this paper 
simplifies the star-arrow docking ring as 0 and 
the solar sail panel as 1. 
 
In this paper, a total of 809 images are           
produced as a dataset for subsequent training 
and learning of convolutional neural network 
models. 
 
2.1.2 Model training 
 
The dataset produced in the previous section 
was imported into Yolov5 for model training. The 
training is based on NVIDIA RTX3090 discrete 
graphics card, Pytorch version 1.10.0-GPU, and 
the corresponding CUDA v10.2. The following 
training parameters are set before the training: 
the number of training epochs: 700; the training 
set ratio (train): 0.8, the validation set ratio (val): 
0.2; batch-size:16. 
 
As shown in Fig. 2, Yolov5 can output a txt file of 
the position size of the box of the detected target, 
i.e., the label information. Where column 1 
represents the target label name, columns 2 and 
3 represent the horizontal and vertical 
coordinates of the box where the target is located 
in the image, and columns 4 and 5 represent the 
width and height of the box. 
 

 
 

Fig. 2. Labeling information 
 

2.2 Image Segmentation 
 
In the field of vision, operations such as feature 
point extraction, feature matching and position 
estimation need to obtain effective information 
about the target in the image, but the cluttered 
background near the target cannot be completely 
eliminated after Yolov5 detection, and it is 
necessary to segment the image to obtain a 
target image free of background interference, so 
as to facilitate the subsequent image processing 

to obtain effective information about the target 
accurately and efficiently. 
 
In this study, two features on the satellite are 
selected for segmentation, namely the circular 
target represented by the star-arrow docking ring 
and the rectangular target represented by the 
solar sail panel. The image segmentation codes 
designed in this paper are run on Matlab 2021a. 
 
2.2.1 Circular target segmentation 
 
The star-arrow docking ring always appears 
independently and the circular feature is 
relatively easy to recognize because it differs 
from other features. For circular targets, the 
shape center of the box can be approximated as 
the center of the star-arrow docking ring (the 
center of the circle), as follows: 
 
Step 1 Calculate the center point of the box, i.e., 
the center of the shape, based on the label 
information, and set the point as the center of the 
circle. 
 
Step 2 Calculate the radius of the circle as half of 
the minimum value of the width and height of the 
box according to the label information. 
 
Step 3 Draw a circle with the center and radius in 
steps 1 and 2, keep the original image in the 
interior of the circle, and create a black mask on 
the exterior, so that all the pixel gray values are 
assigned to 0. This can eliminate the need to 
identify the image features, and quickly get the 
image of the star-arrow docking exchange. 
 
2.2.2 Rectangular target segmentation 
 
Solar sail panels change their attitude 
continuously during satellite rotation, so the 
following segmentation method is proposed, 
taking into account the amount of computation 
and the possible infinity of the slope of the 
straight line, among other things: 
 
Step1: Image differencing. According to the label 
information, the pixels inside the box are kept, 
and two consecutive frames are differenced to 
obtain the difference image. 
 
Step 2: Center occlusion. Since the star-arrow 
docking ring is on the satellite body and the solar 
sail panels are symmetrically distributed on both 
sides of the body, the grayscale value of the 
satellite body part is assigned to 0 with the label 
information of the star-arrow docking ring. 



 
 
 
 

Jia; J. Eng. Res. Rep., vol. 26, no. 2, pp. 236-242, 2024; Article no.JERR.112868 
 
 

 
239 

 

Step 3: Binarization. The image is binarized 
using the Otsu method to automatically confirm 
the threshold value, and the grayscale value of 
pixels smaller than the threshold value is 0, and 
vice versa is 255. 
 

Step 4: Connectivity domain analysis. 
Connectivity domain analysis is performed on the 
image at this point, i.e., consecutive regions in 
the image are labeled to get the size of each 
connectivity domain and other information, the 
smallest connectivity domains are deleted, and 
then the remaining connectivity domains are 
drawn with an external rectangular box. 
 

Step 5: Expansion. Expansion is a morphological 
operation, the main role in image processing is to 
expand the boundary points of the object, in 
short, the expansion operation can make the 
target larger, can fill the hole in the target. 
 
Step 6: Repeat steps 3 and 4, at this point, the 
maximum connectivity domain is retained and 
the outer rectangular box is drawn. 
 
Fig. 3 illustrates the rectangular image 
segmentation process map. 
 

3. EXPERIMENTATION AND ANALYSIS 
 

3.1 Target Detection Experiments 
 

Images were acquired for the satellite model and 
target detection experiments were performed 
using a trained convolutional neural network 
model, with test targets 0 representing the star-
arrow docking ring and 1 representing the solar 
sail panel. The star-arrow docking ring was 
involved in 130 experiments and the solar sail 
panel was involved in 160 tests. 
 

As can be seen from Fig. 4, the target detection 
effect is very stable, which can ensure the 
detection success rate at about 97%, and can 
also determine the box of the target location. 
 

The confidence level for this paper is calculated 
as. 

𝑆 = 𝑁𝑒/𝑁                  (3.1) 

 
According to Table 1, The confidence level for 
target detection can be determined by calculating 
the average confidence levels individually for the 
star-arrow docking ring (96.92%) and the solar 
sail panel (94.37%). The combined average 
confidence level for both targets is then 
computed as 95.51%. It can be seen that the 
circular target achieves a very high detection 
confidence due to its high degree of rotational 
invariance, and the rectangular target is detected 
with a slightly lower effect, but also with more 
than 94% confidence. This experiment              
verifies the completeness of the                       
dataset produced in this paper, as well as the 
reliability of the convolutional neural network 
model. 
 

Table 1. Target detection experimental data 
 

Test objective 0 1 

Number of tests N 130 160 
Number of successes Ne 126 151 

 
Successfully detected targets, Yolov5 are 
outputting the labeling information corresponding 
to the target. 
 

3.2 Image Segmentation Experiment 
 
Based on the labeling information of target 
detection in the previous section, image 
segmentation experiments are conducted for 
circular and rectangular targets using the 
corresponding methods. 
 
Based on the method proposed in this paper, the 
image segmentation of the star-arrow docking 
ring and the solar sail panel can be realized, and 
from the segmentation comparison results in Fig. 
5 and Fig. 6, the effect of image segmentation is 
very obvious, especially the cluttered background 
on the outside of the solar sail panel are 
completely eliminated, and only the information 
on the sail panel is retained.  

    
 

a) Difference image 
 

(b) Center blocked 
image 

 

(c) Binarized image 
 

(d) Dilation image 

 

Fig. 3. Rectangular target segmentation process 
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(a) Docking ring detection 
 

(b) Solar sail panel detection 
 

Fig. 4. Rectangular target segmentation process 
 

  
 

(a) Before 
 

(b) After 
 

Fig. 5. Circular target segmentation before and after 
 

  
 

(a) Before 
 

(b) After 
 

Fig. 6. Rectangular target segmentation before and after 
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(a) Traditional method 
 

(b) Methods in this paper 
 

Fig. 7A. comparison between traditional method with the method in this paper 
 
As shown in Fig. 7, in the traditional method, 
image segmentation using only the image 
difference is very ineffective and cannot 
completely remove the background information 
from the edges of solar sail panels. The method 
in this paper can achieve 100% success rate of 
image segmentation based on the target 
detection results.  
 
The computational time required by the  
algorithm in the literature [15] using a 
combination of open and closed operations is 
about 0.19 seconds, and the algorithm in                   
this paper takes 0.16 seconds, which saves 
15.29% of the time in the morphological 
processing step. 
 
Experiments verify the feasibility of the 
segmentation method in this paper, and from the 
results, the method in this paper has very high 
accuracy and efficiency, and fully realizes the 
fully automatic image segmentation task without 
human intervention. 
 

4. CONCLUSION 
 
Various countries are accelerating the process of 
space exploration, and image misrecognition due 
to the influence of the complex background in 
space is a major problem in the development of 
space industry. In this study, a non-cooperative 
satellite image segmentation method based on 
Yolo target detection is proposed, which 
successfully reduces the interference of the 
background on the target, reduces the difficulty 
of the subsequent image processing, feature 
extraction, etc. It provides a solution idea for 
other scholars, and has a positive significance in 
promoting the visual measurement of non-
cooperative satellites. 
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