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Abstract: The Internet has been going through significant transformations and changing the world
around us. We can also see the Internet to be used in many areas, for innumerable purposes, and,
currently, it is even used by objects. This evolution leads to the Internet of Things (IoT) paradigm.
This new concept can be defined as a system composed of storage resources, sensor devices, con-
trollers, applications, and network infrastructure, in order to provide specific services to its users.
Since IoT comprises heterogeneous components, the creation of these systems, the communication,
and maintenance of their components became a complex task. In this paper, we present a depend-
ability model to evaluate an IoT system. Amid different systems, we chose to assess availability
in a smart building. The proposed models allow us to calculate estimations of other measures
besides steady-state availability, such as reliability. Thus, it was possible to notice that there was no
considerable gain of availability in the system when applying grid-tie solar power or off-grid solar
power. The grid-tie solar power system is cheaper than the off-grid solar power system, even though
it produces more energy. However, in our research, we were able to observe that the off-grid solar
power system recovers the applied financial investment in smaller interval of time.

Keywords: internet of things; dependability model; smart building; solar power

1. Introduction

The evolution of communication systems and devices brought a great number of new
applications. In the mobile context, the number of smart devices or objects capable of
communicating and computing (e.g., sensors, home appliances, smartphones) has been
growing [1]; consequently, it became necessary to create a heterogeneous communication
network capable of connecting several types of objects. This paradigm is popularly known
as the Internet of Things (IoT). S. Haller et al. [2] say that everyday gadgets are seamlessly
combined into the data network and can turn vital partners in enterprise processes; also,
services are possible to communicate with these “smart objects” across the Internet. With
a large amount of information generated by sensors and actuators, a lot of new services
became feasible in many different areas, such as industrial automation, healthcare, traffic,
environmental, agriculture, livestock, and so forth [3].

In smart cities context, smart buildings are receiving more and more notoriety; smart
buildings are those that use technology to share information about what is happening in
the building itself, and then optimize its performance [4]. Smart buildings take advantage
of the connectivity of IoT devices and management systems to remotely monitor and
control several systems. The most fundamental feature of a smart building is that the core
systems within it are linked in [5]; therefore, everything is connected (e.g., water meters,
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pumps, fire alarms, power, lighting, etc). They are also capable of generating data about
their use, and through this information, it is possible to have a healthier, more economical,
and sustainable buildings [6].

In general, sustainable buildings are called green buildings, which is the concept
used to designate a building or space constructed based on criteria related to social, en-
vironmental, and economic sustainability; it also considers its entire useful life [7]. The
planning, design, construction, and operations of green buildings have as main consid-
erations: electricity application, water usage, indoor environmental condition, and the
structure’s impacts on its locality [8]. Actions to reduce energy consumption and adoption
of renewable technologies for energy generation are an important concern nowadays [9].
In this aspect, we consider many opportunities for automation, employing a set of sensors
that detect motion, energy consumption of the lights, equipment, and so on.

In this paper, we propose a mechanism to identify the availability impact in two
autonomous energy management systems. We also present a hierarchical model, com-
prising closed-form equations and Stochastic Petri Nets (SPNs) models to represent and
evaluate the proposed system. The autonomous energy management system was chosen
for analysis, considering local management infrastructure with redundancy. The result of
this comparison showed that downtime in a grid-tie photovoltaic autonomous energy man-
agement system is similar to the hybrid; also, the deploying cost was compared between
the two systems. Besides, our analysis showed that the autonomous energy management
system with a hybrid photovoltaic system will have a faster financial investment return
than using the grid-tie one.

In summary, the main contributions of this work are:

• an SPN availability model for the smart photovoltaic management system;

• the comparison between the implementation cost of the grid-tie and hybrid solar.

This paper is structured as follows: Section 2 depicts some of the main related works.
Already, Section 3 discusses the fundamental concepts of the Internet of Things, solar
power systems, and dependability modeling, and these concepts are important to compre-
hend this work. Section 4 introduces the management photovoltaic system infrastructure.
Section 5 depicts the smart photovoltaic management system. Section 6 discusses the
models suggested for describing such a system. Section 7 shows case studies and the
outcomes that were achieved. Lastly, Section 8 depicts some outcomes of the paper and
explains some drifts for future works.

2. Related Works

In this section, we describe some of the most relevant related works for our research.
We divided it into two subsections, dependability in IoT systems and dependability in the
solar power system. This distinction was performed because many of the works do not
address both aspects together.

2.1. Dependability in IoT Systems

Currently, few works propose dependability evaluations in IoT infrastructures. Macedo
et al. [10] proposed models based on Markov Chains, and the authors also proposed re-
dundancy, in order to evaluate availability and reliability in IoT applications. The authors
aimed at the issues of connectivity between the end devices. Each model suggested in their
work addresses redundancy theories such as perfect exchange, not perfect exchange, and
standby failure. Their outcomes display a meaningful increase in availability when there is
redundancy in the Internet of Things systems.

The work proposed in [11] aims at evaluating the reliability in a smart agriculture
system. In order to perform such evaluation the Riverbed Optimized Network Engineering
Tools (OPNET) was employed considering two different computational visions, with and
without using a cloud computing infrastructure for data storage, as well as communication
using WiFi and Ethernet. As result of the work, the authors reported that the sensors are
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the components that most affect the reliability due to the time of communication between
them and the router.

Li et al. [12] suggested a formally investigation of the reliability and perspectives that
determine the expense of including an IoT system, including Service-Oriented Computing
(SOC). Finite State Machines (FSM) and Markov Decision Process (MDP) models were
employed to describe services’ structure and specify operations’ reliability. The results
presented in [12] can aid in decision-making, alerting when it will be necessary to deploy a
spare candidate service because of the reliability of the selected primary service is not high
enough.

On the other hand, Andrade et al. [13] utilized Stochastic Petri Nets (SPN) models
to describe a resolution for failure recovery on the Internet of Thing systems and held
an intelligent healthcare system case study. The models allowed the authors to compute
metrics such as availability and unavailability, further estimated in this work, applying
distinct network connection types among objects.

In [14], the authors proposed the evaluation of dependability in a smart home system.
In which, the data network paths of the IoT devices to a storage server were considered
with and without redundancy. The result obtained showed that the maximum availability
of 97.47% was reached using redundancy in all device paths.

2.2. Dependability in Solar Power System

Dependability evaluation in the solar power system can be found more easily in the
literature than dependability in IoT.

Diaz et al. [15] performed a methodological strategy for increasing stand-alone solar
power system conditions through dependability investigation, based on field and lab
expertise, in which installations in rural zones were used as case studies. The sponsored
dependability schemes revealed that depending on the incidents, failure/maintenance
and energy deficit aspects affect a similar degree of the energy service implemented by
a stand-alone solar power system. Furthermore, it revealed that values around 15% of
failures per year are not rare, particularly in the primary and common crucial grades of a
project in Europe rural zones.

On the other hand, in [16], the authors presented a standard methodology used to
characterize a system’s reliability and availability. The models proposed through the
methodology applied in a specific study case showed that mean availability is approaching
100% for five years. In which, the effective availability reported was 99.10%. The study
also presented that Inverters are the most unreliable component.

In [17] the authors displayed a method for reliability, availability, and maintainability
investigation of a grid-tie photovoltaic system performed utilizing an exponential distribu-
tion based on the Reliability Block Diagram method. Seven effective designs of the grid-tie
solar-PV exchange systems were investigated in detail to determine the fittest probability
density function (PDF). The outcomes reveal that the best PDF for some sub-assemblies,
such as the photovoltaic module, connector, and charge controller, is exponential.

Already, in [18], the authors displayed research that focuses on the reliability and
availability evaluation of grid-tie photovoltaic systems in the behavior of recurrent faults
utilizing the Dynamic Bayesian Networks method (DBN). The authors formed the DBN
arrangement and parameter models. The intermittent faults were formed by combining
the Markov chains into the DBNs model. The reliability and availability of photovoltaic
systems with centralized string and multi-string arrangements were investigated utilizing
the suggested method. The outcomes revealed that the photovoltaic system’s reliability
and availability with centralized configuration quickly decay confronted with those with
string and multi-string arrangements.

All of the works presented in this section were extremely important for the develop-
ment of our research, as they demonstrated dependability aspects in different systems, as
well as showed us which components are important to carry out the proposed analyses.
The models presented in those related works also became the basis for the models proposed
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here, mainly when considered collectively, making their value much larger than individu-
ally. It is worth mentioning that our work differs from others by joining IoT systems, solar
energy systems and modeling techniques.

3. Background

This section explains the necessary concepts regarding the Internet of Things (IoT),
dependability evaluation, and solar power systems, which are essential for an entire
comprehension of this article.

3.1. Solar Power System

The solar power system directly supplies appliances that will use energy and are
generally built for a specific local purpose. There are two basic types concerning solar
energy systems; grid-tie (grid-connected) and off-grid (Stand-alone) [19]. The off-grid solar
power is widely used in remote locations as it is often the most economical and practical
way to get electricity in these places. This kind of system is generally composed of a solar
panel or panel array, a charge controller, a battery or battery pack, and an inverter [20]. The
grid-tie solar power is generally composed of an inverter, solar panels, string box, and AC
isolator. This system kind is used in places that already have electricity with the purpose
to supply part of the energy that will be consumed [21]. There is also the solar hybrid
system, which connects one or more energy sources besides solar energy [19]. In this work,
we compared a hybrid solar power and a grid-tie solar power system. In addition, the
methodologies described in [21] were adopted for the sizing of the solar systems present in
this work.

The use of batteries in an off-grid or hybrid system is common. Therefore, in these
system kinds, the first step is to size the battery bank. The batteries used in the off-grid
and the hybrid solar power systems store energy generated by solar panels. To determine
the number of batteries of the system, it is necessary to know the amount of energy that
should be stored (Wh-Watt-hour); besides, the system output voltage should be defined.
According to [21], the stored energy can be calculated through the Equation (1).

ES =
EC
DD

, (1)

where EC is the energy consumed (Wh) daily, and DD is the discharge depth allowed (%).
The next step is to define the batteries number connected in series. If we intend to calculate
the batteries number connected in series, we use the Equation (2) [21].

NBS =
SV
BV

, (2)

considering that the SV is the output voltage of the system (V-Volt), and BV is the output
voltage of a battery (V).

However, it is also needed to determine the number of batteries connected in parallel.
The battery bank load capacity will be used to determines the number of batteries connected
in parallel (Ah-Ampere hour). It can be determined through the Equation (3) [21].

CBS =
ES
VB

, (3)

the VB is the output voltage of the battery bank (V). On the other hand, the number of
batteries connected in parallel can be calculated through the Equation (4) [21].

NBP =
CBS
CB

, (4)

CB is the battery load capacity (Ah).
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To know the number of solar panels to generate required energy, the designer can
use two methods, daily heat stroke or maximum module current [21]. In this work, we
considered only the daily heat stroke method because we adopted the charge controller
with MPPT (Maximum Power Point Tracking). Besides, the grid-tie system always has an
inverter with MPPT system. Equation (5) [21] shows how it is calculated the produced
energy (Wh) daily by one solar panel in this method.

EP = Es × Am × ηm, (5)

where Es is daily heat stroke (Wh/m2/daily). Am is module area (m2). Finally, ηm is
module efficiency (%).

According to [21], all solar power systems with batteries should employ a charge con-
troller or charge regulator. The charge controller is responsible to connect the solar panels
and the batteries correctly. The choice of the charge controller depends on two parameters:
operating voltage and maximum current provided by the set of solar panels. The maximum
current can be calculated through Equation (6) [21].

CM = ISC × PP × FS, (6)

where ISC is the module short circuit current (A). PP is the amount of the panels connected
in parallel. Finally, the FS is the security factor (%) used to ensure that the maximum
current will not be exceeded under any circumstances [21].

The inverter is the electrical equipment able to convert direct current to alternating
current (AC) [21]. The inverter is the component needed in the solar power system and
is chosen according to input and output voltage. It should also supply the total power of
the equipment to be fed [21]. According to [21], all grid-tie solar power system should
employ a String box and an AC isolator. String box is protective equipment that isolates
the photovoltaic energy production system, to prevent the risk of spreading electrical
accidents, such as short circuits and electrical surges [21]. The AC isolator is the equipment
responsible for connecting the inverter and electrical network safely [21]. This equipment,
as well as the string box, are protection components for grid-tie solar power systems.

3.2. Reliability and Availability

The dependability is the capacity in which a contracted system reliably produces
a service. This idea emerged due to the possibility of a breakdown of one or diverse
system elements limiting it from addressing the offered service. Accordingly, dependability
is straight associated with reliability. The reliability of a system at an instant t, is the
probability of a system providing its service without failures up to t time [22]. Hence, given
the start value 0 and the last value t expressed by the wide interval, [0, t), the reliability
is the possibility of an element operating without failure in that period [23]. Equation (7)
defines the reliability.

R(t) = e−
∫ t

0 λ(t′)dt′ , (7)

where λ(t′) is the immediate failure rate. If λ(t′) = t′ ∈ (0, ∞), that is, constant, then the
Time to Failure (TTF) is exponentially distributed with failure rate equal to λ. Therefore,

R(t) = e−λt. (8)

Another significant dependability property is steady-state availability. The availability
is determined the possibility of a system to continue working even if there are failures and
repairs [23].
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We can use the Mean Time to Failure (MTTF) and the Mean Time To Repair (MTTR)
to calculate the availability. Similarly, one can use the system Downtime and Uptime, as it
is shown in Equations (9) and (10), respectively.

A =
E[Uptime]

E[Uptime] + E[Downtime]
(9)

A =
MTTF

MTTF + MTTR
. (10)

The system’s MTTF can be determined by the integral of reliability as a time function,
while the MTTR of a system can be determined from MTTF’s use to deliver the aspired
availability. The availability is provided by (A), and unavailability is provided by (UA = 1
− A), as explained here.

MTTF =
∫ t

0
R(t)dt. (11)

When TTF is exponentially distributed with rate λ, then

MTTF =
1
λ

, (12)

and,

MTTR = MTTF× (
UA
A

). (13)

If TTF (Time to Failure) and TTR (Time to Repair) are exponentially distributed with
λ and µ, respectively, then:

A =
µ

µ + λ
. (14)

Finally, fault tolerance is also related to dependability, and it consists of the ability of a
system to continue to function even though some components may fail [22].

The availability and reliability models can be classified as combinatorial and state-
based [24,25]. Combinatorial models also take into account the structure of the system
as well as the conditions of operation and failure; however, combinatorial models do
not respond very well when the components of the system communicate in complex
ways. The state-based models represent the system through its states/events and enable
the representation of more complex dependence between components, more complex
behaviors, which might be represented by phase-type distributions [25]. The choice of
which model to adopt should be carefully studied. In order, the model represents system
behavior correctly.

3.3. Stochastic Petri Nets

Petri Nets (PNs) denote one great modeling mechanism used to describe simultaneous,
asynchronous, shared, parallel, deterministic, and stochastic processes [26]. These nets
determine a term procedure that provides a numerical and graphical description, and it has
scientific tools that permit confirmation of the features and exactness of illustrated systems.
An extension of PNs is denoted as Stochastic Petri Nets (SPNs) [27]. SPNs mate a stochastic
stop to individually clocked transition. Hence, stochastic petri nets can be isomorphic to
Continuous Time Markov Chains (CTMC), and, consequently, they can give performance
dimensions [28].

4. Photovoltaic System

In this section, we presented a general architecture photovoltaic system. This architec-
ture includes the main components of grid-tie, and hybrid photovoltaic systems. Figure 1
shows the common components found in these types of systems. The solar panel is re-
sponsible for capturing energy from sunlight and transforming it into electrical energy, this
element is indispensable in all photovoltaic systems. The battery is responsible for storing
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the energy captured by the solar panel, all hybrid photovoltaic system has this component.
The utility grid, source of energy used when solar energy cannot supply the demand. This
alternative energy source is used in hybrid and grid-tie systems. The building represents
the set of elements that will consume electricity. It is worth mentioning that it is possible to
have other sources of energy in addition to the previously mentioned.

However, as mentioned earlier, not all photovoltaic systems have all of these compo-
nents. For example, a grid-tie systems do not have batteries. This makes this type of system
the cheapest among the other types. Besides, depending on the tariff system adopted, the
power grid can be used as a virtual battery. Figure 2 shows the components needed in
this type of photovoltaic system. The inverter is the electrical equipment able to convert
direct current to alternating current. The string box is protective equipment that isolates the
photovoltaic energy production system, to prevent the risk of spreading electrical accidents.
The AC isolator is the equipment responsible for connecting the inverter and electrical
network safely.

PHOTOVOLTAIC PANELS
BUILDING

BATTERIES

UTILITY GRID

Figure 1. Common components in a photovoltaic system.

0060

SOLAR PANELS

STRING BOX

INVERTER

AC
ISOLATOR

Figure 2. Grid-tie photovoltaic system main components.
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Hybrid solar systems are an alternative for those who desire have more than one
energy source. However, this type of system is more expensive than grid-tie system, mainly
due to the number of batteries used to support the entire energy demand. On the other
hand, it allows access to energy, even if there is a power failure in the utility grid. Figure 3
shows the necessary components in this type of system. The charge controller is responsible
to connect the solar panels and the batteries correctly.

In this work, we considered a grid-tie and Hybrid systems to the smart photovoltaic
system. The following section presents our proposal for energy management based on
Internet of Things.

0060

SOLAR PANELS

BATTERY   BANK

SOLAR INVERTER

CHARGER CONTROL

Figure 3. Hybrid photovoltaic system main components.

5. Autonomous Photovoltaic Management System

This section presents an autonomous management system for the photovoltaic system.
This system adopts technologies based on cloud computing and the IoT to perform the
building’s energy management. This is generic architecture, and can be adapted for any
energy management system that contains the same principles. Figure 4 presents a macro
view of the autonomous system for energy management. This system includes all the
components presented in the previous section (with the presence of sensors). As well,
it considers a cloud-computing infrastructure and one switch power, more details are
provided below.
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PHOTOVOLTAIC PANELS
BUILDING

BATTERIES

CLOUD COMPUTER

UTILITY GRID

SWITCH
POWER

Figure 4. Proposed Internet of Things (IoT) environment.

The sensor in the photovoltaic panels captures information about the amount of energy
produces. Therefore, it is possible to determine whether the energy generated through
the panels is adequate to supply the building in real-time (grid-tie system). Therefore on
rainy and cloudy days, where there is little or no incidence of particles of sunlight, the
solar system will remain off. Besides, it is easy to identify any defects in the panels. The
sensor located in the battery pack has the purpose of informing about the charge level. It is
then possible to determine whether the stored energy can supply the building’s demand
(hybrid system). If the amount of energy stored in the battery is insufficient, the system will
remain off, and the utility grid will remain turn on. The sensor located in the utility grid
provides information on the amount of energy used. As well, it is possible to identify if
there is a problem with the power supply. All information collected by the sensors is sent to
cloud computing infrastructure, where the coordination system will make the appropriate
decision for each situation Figure 5 shows the sensors used in the building.

BUILDING

SENSOR
LIGHT

SENSOR
PLUG

SENSOR
LIGHT

SENSOR
PLUG

SENSOR
LIGHT

SENSOR
PLUG

SENSOR
LIGHT

SENSOR
PLUG

ROUTER

FLOOR

APARTMENT

APARTMENT

APARTMENT

APARTMENT

HALLWAY

Figure 5. Building’s sensors.

The sensors present in the building capture information about the amount of energy
being used to supply lights and electronic equipment. This information is necessary so that
the control system (cloud computing infrastructure) can identify when it will be possible
to use energy from the photovoltaic system. When possible, the control system (cloud
computing) will send a signal to the actuator located on the switch power to activate
the power supply directly from the photovoltaic panels (grid-tie system) or battery pack
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(hybrid system). Likewise, when it is not possible, the control system determines the
actuator to activate the supply of energy via the utility grid. All data is transmitted through
the routers present in the building.

The adoption of sensors makes it possible to recognize the environment, making
them powerful instruments for understanding complex things and responding to them
efficiently. The sensors can communicate through different protocols, in this work we adopt
the technology ZigBee (protocol based on the IEEE 802.15.4 standard) and MQTT (MQ
Telemetry Transport-A lightweight messaging protocol for small sensors) to carry out the
communication between components. Figure 6 shows the communication between the de-
vice and cloud computing. There is bidirectional communication between all components.
However, this does not occur totally in practice. The sensors present in the photovoltaic
system, batteries, and utility grid only send data. While the sensors located in the building
send and receive data, and smart power switch only receives data.

SENSOR
ZIGBEE

MQTT
ZIGBEE

ROUTER

MQTT

CLOUD
COMPUTING

MQTT

MQTT

Figure 6. Communication between sensors and cloud computing.

6. Dependability Models

This section explains the models employed for steady-state availability evaluation. We
used SPN and mathematical equations to symbolize the association among the elements
earlier displayed in the Section 5 to perform the evaluation. Mercury www.modcs.org tool
was adopted for SPN modeling analysis [29]. The principal contributions of this work are
the models proposed in this section. These models are generic and can be used to evaluate
various dependability metrics in real systems that adopt the same principles.

6.1. Model of the Building

This subsection describes the proposed model to estimate the MTTF to a single
floor. The components that composed a single floor were described in Figure 5. There-
fore, we have smart plug, smart light, and router. We recognize that the F_MTTF and
F_MTTR (MTTF and MTTR of the floor subsystem) are exponentially distributed. There-
fore, the F_MTTF can be estimated by integrating reliability as a time function described
in Equation (15), while the system’s F_MTTR can be obtained from the repair team’s
reported data.

F_MTTF =
∫ ∞

0
R f (t)dt. (15)

www.modcs.org
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Reliability can be obtained by Equation (16), where λeq is the immediate failure rate
of the subsystem, considering that a single failure in any component brings the whole
subsystem down. The λeq can be obtained by summing all immediate failure rates of
all components, as shown by Equation (17), where λPLUG, λLIGHT , and λROUTER are the
failure rate of the smart plugs, light meter sensors and router respectively.

R f (t) = eλeqt (16)

λeq = (X× λPLUG) + (Y× λLIGHT) + (Z× λROUTER), (17)

where X represents the number of smart plugs, Y the number of light meter sensors, and Z
the number of routers.

It is deserving declaring that the mathematical representations presented in this
subsection are generic. Therefore, it allows each designer to represent the appropriate
environment for each situation.

6.2. Model of the Hybrid Solar System

This subsection describes the proposed model to calculate the MTTF to a hybrid solar
power system. Figure 3 describe the environment proposed, with the exception of the
sensors present on the battery bank, on photovoltaic panels, and on the utility grid, as
shown in Figure 4. Therefore, we have photovoltaic panels, batteries, inverter, charge
control, sensors on panels, battery bank, and utility grid. We consider that the PV_MTTF
and PV_MTTR (MTTF and MTTR of the solar subsystem) are exponentially distributed.
Therefore, the PV_MTTF can be estimated by the reliability integration as a time function,
as expressed in Equation (18), while the system’s PV_MTTR can be obtained from the
repair team’s reported data.

PV_MTTF =
∫ ∞

0
R f (t)dt. (18)

Reliability can be obtained by Equation (19), where λeq is the immediate failure rate
of the subsystem, considering that a single failure in any component brings the whole
subsystem down. The λeq can be obtained by summing all immediate failure rates of all
components, as shown by Equation (20), where λPANEL, λCTRL, λBATTERY, λINVERTER, λPS,
λBS, and λUS are the failure rate of the solar panel, charge controller, battery, inverter, panel
sensor, battery sensor, and utility grid sensor, respectively.

RP(t) = eλeqt (19)

λeq = (X× λPANEL) + (Y× λBATTERY) + λUS+

(Z× λINVERTER) + (W × λCTRL) + λPS + λBS,
(20)

where X represents the number of panels, Y the number of batteries, Z the number of
inverters, and W number of charger controls.

As in the previous subsection, the mathematical model presented here is generic.
Therefore, the designer can manipulate the equations to represent a hybrid photovoltaic
park as needed.

6.3. Model of Grid-Tie Solar System

This subsection describes the proposed model to calculate the MTTF to a grid-tie
solar power system. It is deserving of declaration that the generic models presented in
this subsection can be adapted to any grid-tie photovoltaic system. Figure 2 describe the
environment proposed, with the exception of the sensors present on the on photovoltaic
panels and on the utility grid, as shown in Figure 4. Therefore, we have photovoltaic
panels, AC isolator, inverter, string box, sensors on panels, and sensor on the utility
grid. We recognize that the PV_MTTF and PV_MTTR (MTTF and MTTR of the solar



Energies 2021, 14, 124 12 of 24

subsystem) are exponentially distributed. Therefore, the PV_MTTF can be estimated
by the reliability integration as a time function, as expressed in Equation (21), while the
system’s PV_MTTR can be obtained from the repair team’s reported data.

PV_MTTF =
∫ ∞

0
R f (t)dt. (21)

Reliability can be obtained by Equation (22), where λeq is the immediate failure rate
of the subsystem, considering that a single failure in any component brings the whole
subsystem down. The λeq can be obtained by summing all immediate failure rates of all
components, as shown by Equation (23), where λPANEL, λISO, λSTR, λINVERTER, λPS, and
λUS are the failure rate of the solar panel, AC isolator, string box, solar inverter, panel
sensor, and utility grid sensor respectively.

RP(t) = eλeqt (22)

λeq = (X× λPANEL) + (Y× λISO) + (Z× λSTR)

+(W × λINVERTER) + λPS + λUS,
(23)

where X represents the number of panels, Y number of AC isolators, Z number of string
box, and W number of inverters.

6.4. SPN Availability Model of the Entire System

This section details the planned availability model for the whole system regarding
a redundant local management infrastructure. Figure 7 shows the management system
infrastructure.

This local infrastructure contains the minimum requirements with redundancy for
the operation of the proposed system. However, to ensure greater availability, we adopt
a cold standby redundancy system, so the secondary machine acts as a backup of the
main machine. Therefore, the necessary O.S. and software environment setup will only
be made after the primary break down of the first machine. Accordingly, to achieve
availability metrics, we recognize six elements, router, hardware, operating system, device
manager, database, and central coordinator. The device manager is an application capable
of controlling every component besides conceiving the information analytically. A central
coordinator is a software that analyzes the energy consumption and the energy generated
by the solar energy system in order to activate or deactivate the solar energy system.

A Stochastic Petri Net (SPN), depicted in Figure 8, was developed to describe the cold-
standby redundancy system, discriminated through regarding a non-negligible interval
during switching among the computers in the appearance of a crash in one of them. The
principal machine will ever become preference over another machine. The model also
describes the solar power system and the internet of things environment. Therefore, it
is possible to use the “same” model to evaluate both. However, it is necessary to use
the corresponding MTTF and MTTR values for each model of the solar power system.
The smart switch power and the router responsible for sending the environment data to
the management system also presented in the model. The SPN model was used because
it allows transitions with delay values exponentially distributed, which is necessary to
represent the proposed system accurately. Besides, it enables the representation of system
behavior and evaluation of required metrics simply and concisely.

The redundancy system comprises Hardware and Operating System (HW/OS), De-
vice Manager (DM), Central controller (CC) and Database (DB). We assume, for the initial
system state, that the primary server is operating, which is described through a token in
the place: HW/OSP_U (hardware and operating system are up), DMP_U (device manager
is up), CCP_U (central controller is up), and DBP_U (database is up). Every element has an
MTTF, whose value is assigned to delay of its respective transition: MTTF_HW/OS (MTTF
hardware and operating system), MTTF_DM (device manage’s MTTF), MTTF_CC (central
controller’s MTTF), and MTTF_DB (database’s MTTF). These transitions follow a single-
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server semantic and their firing delays are exponentially distributed. The single-server
semantic does not allow multiple firing events when the degree of activation is greater
than one, i.e., the transition fires only once at a time. Therefore, when a component fails,
the corresponding transition consumes a token from its “up” place to its “down” place.
The failure of those components is denoted by the following places: DMP_D (DM is down),
CCP_D (CC is down), DBP_D (DB is down), and HW/OSP_D (hardware and operating
are down). When a component is down, it might be repaired by the maintenance team.
Every element has an MTTR in some transitions in the model: HW/OS_MTTR (MTTR
hardware and operating system), DM_MTTR (device manage’s MTTR), CC_MTTR (central
controller’s MTTR), and DB_MTTR (database’s MTTR). These transitions also follow a
single-server semantic and their firing delays are exponentially distributed. Therefore,
when the component is down the transition may fire according to its MTTR, pulling out
a token from the “down” place to the “up” place. However, when the primary server
(hardware and operating system) fails, the SWITCH transition fires, making the auxiliary
server move from the inactive state to enter the active state. This transition describes
the moment to turn on the auxiliary server and transfer the workload to it, which takes
less time than the time to repair the primary server. The second server is represented
by the places: HW/OSS_U (hardware and operating system are up), DMS_U (device
manager is up), CCS_U (central controller is up), and DBS_U (database is up). The failure
of those components is denoted by the following places: DMS_D (DM is down), CCS_D
(CC is down), DBS_D (DB is down), and HW/OSS_D (hardware and operating are down).
The HW/OS_MTTF can be estimated by integrating reliability as a time function, as ex-
pressed in Equation (24), whereas the system’s MTTRs can be obtained from the data
reported from the repair team.

HW/OS_MTTF =
∫ ∞

0
Rhw/os(t)dt. (24)

Reliability can be obtained by Equation (25), where λeq is the immediate failure rate
of all subsystem components. The λeq can be obtained by summing all immediate failure
rates of all components, as shown by Equation (26), where λHW and λOS are the failure
rate of the hardware, and operating system, respectively.

Rhw/os(t) = eλeqt (25)

λeq = λHW + λOS. (26)

The F_U and F_D places described the building environment. The F_U place rep-
resents that every element is active. Whereas, the Figure 5 describe only one floor of the
building, this SPN model represents all floors we want, by the quantity of token in the
F_U place represent by X. The MTTF and MTTR of the building environment on a floor
are represented in transitions F_MTTF and F_MTTR, respectively. The firing delay of
F_MTTF transition corresponds to an exponential distribution, and the transition follows
an infinite-server semantic, which enables the transition to fire multiple times simulta-
neously if there are enough tokens and the timing of events allows that. Therefore, it
represents properly the fact that the failures of each floor subsystem are independent of
each other. The F_MTTR transition corresponds to an exponential distribution and follows
a single-server semantic.

The solar power system is described by PV_U and PV_D places. The PV_U place
symbolizes that every element of the solar power system is active. The MTTF and MTTR of
the solar power system are represented in transitions PV_MTTF and PV_MTTR, respectively.
These transitions also follow a single-server semantic, and their firing delays are exponen-
tially distributed. Whereas, the Sections 7.1.1 and 7.1.2 presented how the values of the
transitions were obtained. The smart switch power sensor, which exchanges the electrical
energy to solar energy and vice and versa, is represented by SP_U and SP_D places, it
means active and inactive respectively. The failure and repair events for this component are
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represented by RTR_MTTF and RTR_MTTR transitions, respectively. These transitions also
follow a single-server semantic and their firing delays are exponentially distributed. The
router on the cloud computing system, which transmits data to the management system, is
described by RTR_U and RTR_D places, indicating active and inactive, respectively. The
failure and repair events for this component are represented by RTR_MTTF and RTR_MTTR
transitions, respectively. These transitions also follow a single-server semantic and their
firing delays are exponentially distributed. The black transitions are immediate, therefore
these transitions fire as soon as they are enabled. Equation (27) expresses the availability of
the whole system.

A = P(#DMP_U = 1 OR #DMS_U = 1) AND

P(#CCP_U = 1 OR #CCS_U = 1) AND

P(#DBP_U = 1 OR #DBS_U = 1) AND

P(#RTR_U = 1) AND P(#F_U = X) AND

P(#PV_U = 1) AND P(#SP_U = 1),

(27)

where, P denotes probability, and # indicates the fraction of tokens in a defined place.
Accordingly, the system is available when the central controller (CC), device manager
(DM), database (DB), router (RTR), solar power system (PV), smart switch power (SP),
and all floors (F) are up. The annual uptime and downtime can be computed using
Equations (28) and (29), respectively, considering that 8760 corresponds to the number of
hours in a year.

Uptime = A× 8760 h (28)

Downtime = 8760 h−Uptime (29)

CENTRAL
COORDINATOR

HARDWARE

DEVICE
MANAGER DATA BASE

HARDWARE

COLD STAND BY

MANAGEMENT
SYSTEM'S ROUTER

MANAGEMENT SYSTEM

OPERATING SYSTEM

Figure 7. Local management infrastructure.
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Figure 8. Stochastic Petri Net (SPN) to entire system with local management.

7. Results

To evaluate the photovoltaic energy management system proposed in Section 5, a grid-
tie and a hybrid photovoltaic system were considered. In the Section 7.1, the distinction of
each case study is presented. The strategy suggested in this article brings toward report
a smart building system for housing. It is worth mentioning that we are considering a
building in Recife, Pernambuco, Brazil. Therefore, all variables that influence a photovoltaic
project such as, heatstroke, fares, and temperature, are according to the region, but it can
easily be applied to other cities and countries.

We are considered a building with fifteen floors, containing four apartments per floor.
In each apartment have three smart plugs. These sensors aim at capturing data about the
energy consumption of the electrical equipment. There are smart sensors to measure the
energy consumed from the lights. Each apartment has a sensor of this type, as well as in
the hallway of each floor. These data are used to predict when the solar power system can
be used instead of electrical energy. The data are sent to the management system through a
router present on each floor.
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7.1. Photovoltaic Systems

In this subsection, define the approaches used for the autonomous energy management
system when we adopt a hybrid and a grid-tie photovoltaic system. More details below.

7.1.1. Hybrid Solar System

The central idea to adopt a solution hybrid to the photovoltaic system is to determine
the period of time that solar energy will be used. In this work, we determined that the
autonomous power management system will activate the power supply through the batteries
only during peak hours, when possible. Peak hours are, by definition, the period of the day
when peak demand for electricity occurs. In Recife, due to the habits of the population, this
time usually occurs between 5:30 p.m. and 8:30 p.m. In other words, we are not measuring
the consumption of the whole day; we are only taking into consideration the period between
5:30 p.m. and 8:30 p.m., i.e., the peak hours.

To size the solar power system, it was necessary to determine the amount the energy
that we intend to consume. For such, we used the OpenStudio software [30], in which
we model a building with parameters previously mentioned. However, we inserted some
electrical equipment and their usage time to determine the amount of energy that it spends
with cooling, interior lighting, interior equipment, and fans. The model of the building
considers the climate zone of Recife, State of Pernambuco, Brazil. The simulation results
are shown in Table 1 for the peak period.

Table 1. Annual electricity Peak Demand (KW).

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

Cooling 182.20 181.17 184.03 182.42 175.51 169.83 167.39 166.18 171.06 172.99 180.88 184.04

Lighting 117.91 117.91 117.91 117.91 117.91 117.91 117.91 117.91 117.91 117.91 117.91 117.91

Equipment 76.509 76.509 76.509 76.509 76.509 76.509 76.509 76.509 76.509 76.509 76.509 76.509

Fans 11.776 11.754 11.554 11.756 11.330 11.255 10.909 10.851 11.091 11.091 11.709 11.810

Total 388.40 387.35 390.01 388.60 381.26 375.51 372.73 371.45 376.58 378.61 387.02 390.31

Figure 3 shows the components set in a off-grid or hybrid solar system. The system
is composed of batteries, solar inverters, charge controllers, and solar panels. We deter-
mine the battery bank from the amount of energy average daily consumed. The daily
consumption can be calculated through Equation (30), where 4588.05 kWh is the annual
consumption of energy in peak time, and 365 the number of days the year.

EC =
4588.05 kWh

365
. (30)

The energy that we will store in our battery bank can be calculated through Equation (1).
To determine the energy total stored, we need to define the limit of discharge of the bat-
tery bank; we choose 50% as a limit of discharge. Thereby, we have a balance between
energy consumption and the life cycle of the batteries.

To determine the number of batteries needed, it is necessary to define the operating
voltage of the system. We defined the operating voltage as 48 V. Therefore, the batteries
connected in series should produce 48 V. Each battery in our system has 12 V and 220 Ah.
We used four batteries in series to produce the voltage needed. The battery bank load
capacity is calculated through Equation (3), where the system’s operating voltage is 48 V.
Equation (4) determines the number of batteries connected in parallel, where 220 Ah is the
battery load capacity of each one.

To ensure the necessities of the system, we round the result to the next integer value.
Therefore, we have a total of twelve batteries. Three set connected in parallel, with four
batteries each. To determine the number of solar panels, we used the daily heat stroke.
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In this method, it is only valid when considered the use of charge controllers with MPPT
resources. The first step is to know the module characteristics; the module chosen has
1.98 m tall, 0.992 m wide, and 17% of efficiency. The energy produced daily by one solar
panel can be calculated through Equation (5), where 4.28 KWh is the daily average solar
radiation in June. As June has the smaller daily average of solar radiation of the year in
Brazil, our system will produce at least what we expect for that month. Table 2 shows the
daily average of solar radiation in the whole year.

Table 2. Daily heat stroke, monthly average.

Month [kWh/m2·Daily]

Jan. 5.84
Feb. 5.94
Mar. 5.88
Apr. 5.15
May. 4.47
Jun 4.18
Jul. 4.30
Aug. 5.03
Sep. 5.45
Oct. 5.78
Nov. 6.05
Dec. 6.06

The modules number needed can be calculated through Equation (31). The result
shows that we need 8.8 panels to supply the energy consumed daily. Therefore, considering
the energy produced and charge controller output voltage, we adopted nine photovoltaic
panels. It is worth point out that the chosen module has 37.3 V output voltage.

NM =
EC
EP

. (31)

The charge controller is defined through operation voltage and electric current provide
by the solar modules. The electric current can be calculated in Equation (32), where 3 is the
amount of the panels connected in parallel; and 9.33 A is the module short circuit current
in standard test conditions. Therefore, we chose one charge controller that supports an
input voltage 111.9 V, output voltage 48 V and maximum current 27.99 A.

CM = 3× 9.33 A. (32)

The solar inverter should be chosen through the voltage of specified input and output.
Besides, the inverter should support the total power of the equipment and lights of the
building. The total power can be calculated through Equation (33), where 12,570 Wh is the
energy consumed in peak time daily, and 3 is the duration (in hours) of the peak time in
Recife, Brazil.

PT =
12,570 W

3 h
. (33)

Therefore, we chose one inverter that supports the output power 4190 W, 48 V input
voltage, and 220 V output voltage. In summary all components of the hybrid photovoltaic
system are:

• 9 panels photovoltaic;

• 12 batteries;

• 1 charge controller;

• 1 inverter
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7.1.2. Grid-Tie Solar Power System

The main idea to adopt a grid-tie solution for a photovoltaic system is to make the
most of the energy generated in real-time. Therefore, we assume that when the energy
generated by the photovoltaic panels is sufficient to supply the building’s demand, the
autonomous management system will disconnect the connection to the utility grid, and
will connect the connection with the photovoltaic system. It means the energy produced
will be used when energy tariff is cheaper (8:00 a.m.–5:30 p.m.). Figure 2 shows the set
components that composed a grid-tie photovoltaico system. The system is composed of a
solar inverter, string boxes, solar panels, and AC isolator.

A way to determine the energy amount that we want to produce is to take into account
the space available for the installation of solar panels. In this work, we considered that
space available for the installation of solar panels support nine panels. The grid-tie solar
power system has an inverter with MPPT. Therefore, the best way to calculate the energy
produced by solar panels is by using the daily heat stroke method. For that, it is necessary
to know the solar panel model that will be used in the system. We chose the same model
used in the hybrid solar power system. This will help us to have a better comparison
between grid-tie and off-grid solar power systems. The energy produced daily by all solar
panels can be calculated through Equation (5).

The first step to inverter sizing is know if we can connect all panels in series. This
can be performed by calculating the maximum output voltage of the string. That can be
calculated through Equation (34), where 45.6 V is the panel open-circuit voltage in STC
mode, and 9 is the number of panels. Finally, we used 10% as a security factor to ensure
the proper functioning of the component. The last step is to know if the invert supports the
panels’ max power. The max power can be calculated through Equation (35), where 330 W
is the panel power, and 9 is the number of panels.

VOC,string = 45.6 V× 9× 1.1 (34)

Pmax = 330 W× 9. (35)

Therefore, the invert chosen should support at least an input voltage of 451.44 V and
an input power of 2970 W. The string box and AC isolator are chosen using the same
values obtained to size the inverter. In summary, all components of the hybrid photovoltaic
system are:

• 9 panels photovoltaic;

• 1 string boxes;

• 1 AC isolator;

• 1 inverter

7.2. Results Obtained with the Proposed Models

The focus of this work is to assess the availability of an intelligent energy management
system and its impacts. To perform this, we evaluated the autonomous energy management
system in three aspects; availability, acquisition cost, and financial return. Therefore, we
compare an autonomous energy management system applied to a grid-tie photovoltaic
system. We compared it with a hybrid photovoltaic system.

The availability models presented in Section 6 are used to assess availability for the
autonomous energy management system. It is worth mentioning that availability was
calculated for each autonomous management system. We input some MTTF and MTTR
values to evaluate the models proposed in this work. These values were extracted from
the literature [31–37]. The MTTF and MTTR values for components used in models can be
seen in Table 3.
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7.2.1. Autonomous Energy Management System: Availability

This sub-subsection presents the availability analysis of the autonomous energy man-
agement system. To perform this, we compared the availability of an autonomous energy
management system with a grid-tie photovoltaic system with a hybrid photovoltaic system.
Table 4 shows the results of the available metrics of the autonomous energy management
system of a building. To evaluate the availability, it was considered 15 floors, and that all the
components on all floors have to be working. Besides, all components of the photovoltaic
system and management infrastructure have to be working. The results showed that both
autonomous energy management system downtime considering fifteen floors is more than
48 h for the whole system. Therefore, it implies two days of unavailability approximately. It
shows that the system will supply the energy demand in 363 days of the year. We obtained
values similar to both systems, this occurs due to the high MTTF values of the solar power
system components. Therefore, the solar power system has few impacts on the availability
of the whole system.

Table 3. Input values for SPN.

Component MTTF (Hours) MTTR (Hours)

Hardware 61,320 8
Operating System 1440 1
Sensors/Actuators 300,000 1
Docker 2900 1
Controller Manager 700 1
Data Base 1440 1
Device Manager 700 1
Router 26,000 8
Inverter 24,820 8
Charge Controller 70,080 8
Solar Panel 219,000 8
Battery 47,829 8

Table 4. Availability metrics results to whole system.

Metric Hybrid Grid-Tie

Uptime 8710.95 h 8711.78 h
Downtime 49.05 h 48.21 h
Availability 99.4494% 99.4496%

7.2.2. Autonomous Energy Management System: Deploying Cost

This sub-subsection describes the deploying cost of the autonomous energy manage-
ment system. The analysis takes into account the acquisition cost of the three sub-systems
(building components, management infrastructure, and photovoltaic system components).
Table 5 shows the results of the acquisition cost to the smart solar power system to a
building. The building IoT sub-system has an acquisition cost of the 2312.93 US$. The
sub-system is composed of the 197 sensors/actuators, and 15 routers. The solar power sub-
system has an acquisition cost of the 6554.28 US$ to the hybrid system. The hybrid system
is composed of 9 solar panels, 1 inverter, 12 batteries, 1 charge controller, and three sensors.
The grid-tie solar power system has an acquisition cost of the 3983.05 US$. The sub-system
is composed of 9 solar panels, 1 inverter, 1 string box, 1 AC isolator, and three sensors.
The management sub-system has an acquisition cost of the 4808.50 US$. The total hybrid
solar power system acquisition cost to the whole system is 13,656.24 US$ to supply the
needed demand energy in peak time. The grid-tie solar power system acquisition cost to
the whole system is 12,742.10 US$. Figure 9 also summarizes the values in Table 5.



Energies 2021, 14, 124 20 of 24

Table 5. Equipment cost.

Components Hybrid US$ Grid-Tie US$

IoT components 2293.46 2293.46
Management infrastructure 4808.50 4808.50
solar components 6554.28 3983.05

Total 13,656.24 11,085.01

7.2.3. Autonomous Energy Management System: Cost Reduction

This section presents the cost reduction obtained with the adoption of the autonomous
energy management system for both cases. Table 6 shows the energy reduction by the two
autonomous energy management systems, with the respective cost. As mentioned in the
previous sections, the autonomous energy management system with a hybrid photovoltaic
system will only be activated during peak hours (5:30 p.m. to 8:30 p.m.). The autonomous
energy management system with a grid-tie photovoltaic system will only be activated
during the “outside the range” period (8:30 a.m. to 5:30 p.m.). Therefore, to know the
real cost reduction with energy, it was considered the fare amount in Recife, Pernambuco,
Brazil in peak time and “outside of range”. However, the currency using in this work is the
American dollar, and the fare value is 1.1584 R$ to peak time, and 0.4639 R$ to “outside of
range” (Brazilian currency) per kilowatt. Therefore, it was necessary to convert the fare
value to the American dollar. According to the dollar price from 9th December 2019, the
fair values are 0.28 US$ to peak time and 0.10 US$ to “outside of range” by the kilowatt.
Figure 10 also summarizes the values in Table 6.

IoT Management Photovoltaic
Subsystem

0

1000

2000

3000

4000

5000

6000

Co
st

 U
S$

System
Hybrid
OnGrid

Figure 9. Equipment cost.

Table 6. Energy produced/reduction cost.

Hybrid Grid-Tie

Metric Average-KWh US$ Average-KWh US$

Annual 4562.91 1277.61 4621.78 462.17
Monthly 380.24 106.46 385.14 38.51
Daily 12.67 3.54 12.83 1.28
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Figure 10. (a) KW consumed. (b) Value spent.

The autonomous energy management system with a photovoltaic hybrid system
can replace the electrical energy by solar energy in 363 days of the year (availability).
The reduction with energy cost is 1277.61 US$ annually adopting this system. However,
it is necessary to consider the acquisition cost to know the real gain with autonomous
energy management systems. Considering the acquisition cost and the value saved with
autonomous energy management system adoption, we have a total of 10.68 years to offset
all the investment. However, according to [21] the battery cycle life is from 5 to 10 years,
then it is necessary to add to acquisition cost another battery bank. Therefore, we have
a real total of 13.46 years to offset all the investment. The autonomous energy management
system with grid-tie photovoltaic system also can be used in 363 days of the year. The
system deployment reduces the value spent with energy in 462.17 US$ annually. However,
is needed to consider the acquisition cost to know the real gain with autonomous energy
management systems adoption. Then, considering the acquisition cost and the value
saved with smart energy system adoption, we have a total of 23.98 years to offset all the
investment. Figure 11 shows the total of years to offset all investment in both system.
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Figure 11. Years to offset all the investment.

8. Discussion

The research described in this paper had its principal contribution to a hierarchical
modeling approach for designing an internet of things system, bringing the availability
aspects into account. SPN model was created to describe and evaluate the suggested
system. A case study was performed, targeting a smart building system.
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The annual uptime of the autonomous energy management system with a grid-tie
photovoltaic system is very similar to the autonomous energy management system with
hybrid one, about 8710 h. This means the system is available in almost 363 days of the year.
We also compared the deployment cost of the whole system between both autonomous
energy management systems. In this analysis, we noted that the whole autonomous energy
management system with a grid-tie photovoltaic configuration is cheaper than the whole
autonomous energy management system with the hybrid photovoltaic one. This occurs
because the grid-tie photovoltaic system has the number of components smaller than the
hybrid photovoltaic one. This creates a difference in deployment cost of 2571.23 US$. How-
ever, the autonomous energy management system with the hybrid photovoltaic system
has less time to recover the investment than the autonomous energy management system
with grid-tie photovoltaic one. It happens due to the kilowatt value at a peak time when
autonomous energy management system with hybrid photovoltaic is active, is more expen-
sive than kilowatt value “outside of range”, when autonomous energy management system
with grid-tie photovoltaic system is activated. This creates a difference in the value saved
with the electricity of 815.44 US$ annually. It is worth mentioning that we considered the
best-case scenario, which is to change the battery set around 10 years.

There are some other works in the literature that use energy management systems in
order to reduce the cost. In [38], the authors proposed a schedule-based energy manage-
ment system that reduces energy costs by 15.51%. The work proposed in this document
estimates to reduce the energy cost by 19.05%. Although the main contribution of this
work is the availability models, our architecture is effective in relation to cost deduction.
It is worth mentioning that our availability models can be extended to a huge amount of
IoT-based energy management system.

The modeling strategy suggested hither shall obtain relevant for designing the internet
of things base for smart buildings, hence the organizations accountable for those systems
could implement Service Level Agreement (SLA) guarantees. However, this work is limited
to the cloud computing architecture presented in Section 6. As future works, a commer-
cial building could be analyzed similarly, but including the assessment of more complex
systems with specific functions related to the business requirements and goals. Besides,
we also intend to generalize the SPN model to include the management system with any
cloud architecture.
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