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Abstract 

 
Path analysis is an extension of multiple regression technique used to evaluate causal model by examining the 

relationship among a set of variables. The process of decomposition of path correlation coefficients and 

estimation of path coefficients was investigated in this work. The outcome of a set of interrelated variables 

was generated using path diagrams and path coefficients. Decomposition of correlation coefficients into 

different effects was also carried out through the method of structural equations using path analysis theorem. 

In order to show the proportion of total variation of the dependent variable, the decision coefficient of a 

specified pathway was constructed from direct coefficient of determination. The path coefficients were 

estimated from the specified structural equations by ordinary least squares regression method, and it was 

deduced that each of the coefficients of determination had large effect on some other variables. 

 

 
Keywords: Path analysis; path coefficient; decision coefficient; coefficient of determination; structural 
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1 Introduction 
 

The origin of path analysis technique could be traced to Biologist Sewall Wright who developed it in 1918 as an 

aid to the development of genetics. This gained popularity in social sciences with further exposition by Duncan 

[1] and Land [2]. The technique has been used extensively in different fields such as demography, health, 

nutrition sciences, education, etc [3-7] (Asance, 2013; Frances, 2004). 

 

 Path analysis is an interpretational technique used for studying patterns of causation among a set of variables. In 

other words, path analysis is an analytic tool which is applied to non-experimental data in which correlation are 

used to infer causation. It is a form or extension of multiple regression statistical analysis for evaluating causal 

models by examining the relationships between a dependent variable and two or more dependent variable [8,9].  

 

The technique of path analysis applies to only sets of relationships among variables that are linear, additive and 

causal. With the use of the technique, the magnitude and significance of causal relationships among variables 

can be estimated [10,11]. 

 

The methods of path analysis are significant to the extent that they decompose the correlation coefficient (r) into 

direct, indirect and total effects; test the relative importance of each causal effect compared to others on the 

same dependent variable and test the conceptual path model for their adequacy and parsimony [12,13,14]. The 

methods enable researchers to understand the effect of one variable on the other when the variables are arranged 

in a causal fashion based on certain assumptions. However, in this study, path equations and path coefficients 

are estimated on the basis of basic path analysis theorem with correlation coefficient (rij) and coefficient of 

determination, (R
2
) being decomposed using established illustrations. 

 

1.1 Operational definitions  
 

a) Exogenous variables: These are variables that cause other variables and whose variability is assumed to 

be determined by other causes outside the causal model 

b) Endogenous variables: These are variables whose variation is explained by exogenous variables or other 

variables in the system 

c) Residual variables: These are variables that account for the variance of the endogenous variables not 

accounted by the prior exogenous variables. 

d) Recursive models: These are models that postulate unidirectional, one way causal flow. This implies that, 

at a given point in time, a variable is not permitted to be both a cause and an effect of another variable. 

e) Non-recursive models: These are models that postulate reciprocal causation between endogenous 

variables. 

f) Path coefficient: A path coefficient is a standardized regression coefficient. It indicates the direct effect of 

a variable taken as a cause of a variable taken as an effect and it is denoted by pij, where i is the  effect 

(dependent or endogenous variable) and j is the cause (independent or exogenous variable). 

g) Net (Direct) effect: The direct effect of factor Xj on weight Y1 is the amount of variation in weight 

accounted for by the variation in factor Xj, while the influences of the other factors are removed. It is the 

product of path coefficients squared and sum of squares of the given variable. 

h) Joint (Indirect) effects: The joint effects of factors Xi and Xj on weight Y is the amount of variation in 

weight accounted for by the factors Xi and Xj jointly through their mutual correlation apart from their 

respective net effects. 

i) Spurious effects: These are effects that pertain to the effects of common antecedent variables on the 

correlation between two other variables. 

j) Unanalyzed effects: These effects pertain to components that arise from the correlation between 

exogenous variables. 

k) Flowgraph analysis: This is the presentation of a system of structural equations in an iconic, causal 

diagram that guides the mathematical analysis of the variables relations. 

 

1.2 Path diagrams and path coefficients 
  

Path diagrams display the outcome of a set of linearly inter-related variables and the assumed causal 

relationships among them. The set of variables that are involved in a path diagram are shown : 



 

 
 

 

Awogbemi et al.; Asian J. Prob. Stat., vol. 20, no. 4, pp. 208-219, 2022; Article no.AJPAS.93467 
 

 

 
210 

 

 
 

Fig. 1. Exogenous, endogenous and residual variables in standardized form 

 

The variables Xi, Xj, ..., Rd, Re are the variable values in their standardized form. The values pij is the path 

coefficients and it is not a symmetric relation between variables like a coefficient of correlation. The limits of 

path coefficients exceed +1 or -1 in absolute value. The residual path coefficient decides the strength of that 

particular structural equation in a model, and varies between 0 and +1. If the coefficient is closer to zero, the 

variables in the equation are sufficient enough in explaining the entire variation in the endogenous variable; the 

reverse is the case if the coefficient value is far away from zero [15,16,17]. 

 

2 Methodology 
 

2.1 Basic theorem of path analysis 
 

The basic theorem of path analysis expresses the correlation among the variables in a given model in terms of 

the path coefficients of the model. The basic theorem of path analysis is written as  

 

               ,    (1) 

 

where i denotes the endogenous variable and j denotes the exogenous variable in the system and k includes all 

variables from which paths lead directly to variable    [1,18]. 

 

2.2 Path analysis assumptions 
 

(i) There exists a causal framework interlinking individual predictor variable with the response variables; 

(ii) All variables are linearly related.  If any variable is non linear, such is made linear by taking the log value 

of the variable; 

(iii) Each equation in the path analysis model is additive; 

(iv) The residual variables (error terms) are uncorrelated with each other and also with all priori exogenous 

variables in the model. This allows equations in the model to be solved independently using ordinary 

least method; 

(v) The endogenous variables are measured on an interval scale; 

(vi) The observed variables are assumed to be measured without error. 

 

2.3 Estimation of path coefficients 
 

Estimating path coefficient is a function of the number of variables that are direct causal antecedents of an 

endogenous variable. If only one exogenous variable variable, X, has a direct causal impact on the endogenous 

variable, Y, then the corresponding path coefficient  XY is estimated to be the correlation between X and Y ( XY 

= rXY). Fig. 2 shows this relationship. 
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Fig. 2. Single causal antecedent 

 

Suppose Y has two causal antecedents Xa and Xb, then the path coefficients for Xa and Xb are beta weights in the 

regression of Y on Xa and Xb which are absolutely uncorrelated. This relationship is shown by Fig. 3. 

 

 
 

Fig. 3. Two causal antecedents 

 

The path coefficients are computed by considering a recursive path analytic model involving four variables in 

Fig. 4 by expressing all variables in standard score form. 

 

 
 

Fig. 4. Path analytic model with two exogenous and two endogenous variables 

 

Expressing all the variables in standard score form, the following equations corresponding to Fig. 4 are 

generated as follows: 

 

      
                                                                         (2) 

 

      
                                                                         (3) 

 

                                                                       (4) 

 

                                                             (5) 
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where the e’s are also expressed in standard score form. The variables     and    are represented by the 

residuals,     and      respectively because they are exogenous. 

 

To now estimate the path coefficient, we start with        noting the relationship: 

 

      =
 

 
                                                                              (6) 

 

Substituting equation (4) for    results to  

 

      
 

 
                         

      
     

 
 +      

     

 
  

       

 
  

=                                                (7) 

 

Equation (7) holds since 
     

 
 

   
 

 
 =1, 

     

 
        and           . Thus, the term            

indicates that    is affected by     and    which are both correlated.       

 

Equation (7) also involves two unknowns, =       and         and therefore, intractable to solve. However, a 

solution is proffered by constructing another equation similar to the same unknowns. 

 

Let      =
 

 
                                                                           (8) 

 

Substituting equation (4) for    results to 

 

      
 

 
                         

       
     

 
 +      

     

 
 + 

      

 
 

=                                                (9) 

 

 Since 
     

 
          

     

 
  

   
 

 
   and           , we have two equations involving path 

coefficients that lead to     
 

                                                                                                 (10) 

 

                                                                                                   (11) 

 

Since path coefficients are equivalent to regression weights, we appropriately rewrite equations (10) and (11) as 

(12) and (13) respectively: 

 

                         (12) 

 

                          (13) 

 

Following this procedure for    yields these equations: 

 

                       +                              (14) 

 

                       +                             (15) 

 

                      +                                                        (16) 

 

The path coefficient estimates are obtained by regressing    on       and     
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The causal system from Fig. 4 requires two regression analyses for all path coefficients to be estimated. The 

paths from    and    to     (      and        are obtained by regressing    on    and   . Similarly, the paths 

from    and     and    to    (      and                    are obtained by regressing    on    ,    and    

jointly. 

 

2.4 Residual path terms estimation  
 

In a recursive system, the path coefficient from the residual, e, to an endogenous variable,                 

  , 

where            

  is the squared multiple correlation of the endogenous variable    with all those variables, both 

exogenous and endogenous that affect it. Thus, according to the causal system in Fig. 4, the residual path terms 

are estimated as: 

 

                

    (17) 

 

     
              

   (18)  

 

2.5 Decomposition of correlation coefficient 
 

The method of structural equations decomposes the correlation coefficient,      by first of all deriving the path 

estimation equations. The correlation between two variables can be decomposed into a direct and indirect effects 

or joint effects shared with other variables in the system. 

 

Wright [15], suggested a method equivalent to structural equations procedure for decomposition of correlation 

coefficient into direct and several indirect effects between the endogenous and exogenous variables using a path 

diagram. 

 

Alwin and Hauser [19] systematically used a set of reduced forms of equations by defining the total effect as a 

combination of direct and indirect effects. The method does not consider non causal effect, but can be obtained 

by deviation of total effect from the total association. 

 

An application of flowgraph method to both recursive and non-recursive was suggested by Chen [20]. The 

flowgraph analysis presented the properties of a complicated system as a whole in a readily visualised form and 

it facilitates the manipulation and solution of the system of equation. 

 

The correlation coefficient between two variables      and   is considered and expressed by the theorem of 

path analysis as 

 

                    (19) 

 

The general form of the path model is  

 

                            , (20) 

 

where    is the endogenous variable,        are the exogenous variable and    is the residual variable. 

Equation (19) is rewritten as  

 

                           , since      (21) 

 

The first term in equation (21) is the direct effect of exogenous variable    on   . The total effect of     on    is 

obtained as  

 

                          (22) 
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Thus, the correlation coefficient      between endogenous variable     and the exogenous variable    is 

decomposed into direct effect and indirect effect. 

 

Using Fig. 4, the correlation coefficient     is decomposed into four components: Direct Effect (DE); Indirect 

Effect (IE); Spurious Effects (SE)  due to common causes and Unanalyzed Effect (UE) due to correlated 

exogenous variable as follows: 

 

                      =                    (23) 

 

                       = DE + UE  (24) 

 

                       +                            = DE + IE + UE  (25)  

 

                       +                            = DE + IE +  UE   (26) 

 

                         +                                            = DE + 

SE  (27) 

 

2.6 Component analysis of coefficient of determination (R
2
) 

 

The coefficient of determination,             measures the proportion of variation in the dependent 

variable explained by all the independent variables involved in the regression equation. It shows the strength of 

the regression equation.  

 

   is subdivided into direct coefficient of determination,    
 

    and indirect coefficient of determination, 

    
 
   
   

 so that 

 

      
 

        
 
   
   

  (see Fig. 5) 

 

=     
            

  
   
   

 
      (28) 

 

where SSresidual specifies the discrepancy between the data and the model estimation, SS total  indicates the 

total variation of data set. 

 

For this work, coefficient of determination is split into its components, which are net effects and joint effects. 

For example, we consider the structural equation 
 

                               +       (29) 
 

where   ,          are the variable values in their standard form. The symbolic values              , are 

the path coefficients. 
 

Thus, the coefficient of determination         
  of the structural equation    is estimated using the relationship: 

 

        
     

     
 +    

 +    
     

 +2          2                                  
+            +           +           +           +           +              (30) 

 

In equation (29), the first  five terms on the RHS are the path coefficients squared  with each of them denoting a 

net effect in the components of the coefficient of determination,         
  . There are five net effect terms in 

        
  since there are five independent variables,   ,             in the structural equation,   . The net 

effect is the direct effect of the variable                on the dependent variable   . It measures the amount 

of variation in    accounted for by the variation in the variable,   , while the influences of other variables are 

removed. 
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Each of the other terms in the RHS of equation (29) denotes the effect in the components of the coefficient of 

determination.  

 

The joint effects are the joint influence of two variables on the dependent variable    through their mutual 

correlation. For example, the joint effect of variable           on the dependent variable    is 2         . This 

is the amount of variation in the variable    accounted for by the variables    and    jointly through their 

mutual correlation apart from their individual net effects. 

 

2.7 Decision coefficient 
 

The decision coefficient,    of a specified pathway is constructed to show the proportion of total variation of 

dependent variable,   , determined by a specified pathway,                 . The decision coefficient 

consists of two terms [see Fig. 5 (i) and 5 (ii)]: 

 

      
        

       
   

  
    (31) 

 

where the first term is the direct determination factor that demonstrates the direct decision making capacity of 

the given pathway, the square root of the first term is the direct effect in the path analysis model and the second 

term is the indirect determination factor that shows the indirect decision making capacity of the given pathway. 

 

 
 

Fig. 5. Decision coefficient of specified pathways 

 

2.8 Derivation of path estimation equations from structural equations 
 

Since structural equations are different from path estimation equations, basic theorem of path analysis is applied 

to some recursive system of regression equations leading to formation of set of path estimation equations. The 

following regression equations are considered to form a set of path estimation equations in equations (35) to 

(46):   

 

    
  

    
  

    
  

    
  

    (32) 

 

            
  
      +  

  
     (33) 

 

    
  
    

  
    

  
    

  
    

  
  +   

    (34) 

 

     
  

  
  

      
  

      (35) 

 

     
  

      
  

  
  

      (36) 

 

     
  

      
  

      
  

    (37) 

 

     
  

  
  

      
  
      

  
      (38) 

 

     
  
      

  
  

  
      

  
        (39) 

 

     
  
      

  
      

  
  

  
      (40) 
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    (41) 

 

     
  

  
  
      

  
      

  
      

  
      (42) 

 

     
  
      

  
  

  
      

  
      

  
       (43) 

 

     
  
      

  
      

  
  

  
      

  
       (44) 

 

                                          (45)   

 

      
  
      

  
      

  
      

  
      

  
   (46) 

 

Equation (41) is written as  

 
        

  
  

  
  

  
  

  
  

  
  

  
  

  
  

  
          

  
  

  
  

  
  

  
               

  
  

  
  

  
  +         

 
  
  

  
  

  
  

  
    

  
  

  
  

  
   (47) 

 

The path estimation equations (41) - (45) are re-written in matrix form as 

 

         (48) 

 

where                          
 

    
  
  

  
  

  
  

  
  

  
   

 

  

 
 
 
 
 
                      
                      

                      
                      
                      

 
 
 
 

         

 

The path coefficients     and     are estimated as  

 

        (49) 

 

The residual path coefficient                
    (50) 

 

The general form of      is generated as  

 

    
          

                           (51) 
 

where f denotes the endogenous variable, m the residual variable and j the exogenous variables. 
 

3 Illustrative Example 
 

The illustrative example is anchored on real life data adapted from six demographic and economic variables for 

fifteen states in India [21]. The variables were defined as follows: 
 

     Per capital net state domestic product at factor cost 

    Percentage of urban population to total population 

    Female literacy rate for ages 7 and above 

    Infant mortality rate 

    Effective couple protection rate 

     Crude birth rate per 1000 population 



 

 
 

 

Awogbemi et al.; Asian J. Prob. Stat., vol. 20, no. 4, pp. 208-219, 2022; Article no.AJPAS.93467 
 

 

 
217 

 

The first three variables are exogenous variables while the last three variables are endogenous variables. 

 

Table 1. Data on demographic and socioeconomic variables in India (1989) 

 

States                   

   1692 25.8 30.9 83 39.0 25.9 

   1558 10.7 43.7 99 26.2 29.4 

   1071 13.0 21.1 97 22.9 34.3 

   2506 33.4 45.5 90 53.2 28.7 

   3086 23.9 36.7 90 56.4 35.2 

   2041 30.3 41.0 74 42.3 28.0 

   1447 24.1 83.6 28 46.4 20.3 

   680 22.3 25.6 121 36.2 35.5 

   2960 37.6 47.7 68 54.7 28.5 

    1455 12.9 31.6 122 37.5 30.5 

    3552 29.1 46.7 62 68.2 28.3 

    1620 22.3 18.8 103 27.8 34.2 

    2030 33,8 48.7 74 52.6 23.1 

    1547 19.3 23.4 124 28.8 37.0 

    1930 27.1 43.9 69 31.3 27.2 
 

Table 2. Correlation coefficients matrix among the six socioeconomic variables in India (1989) 
 

Variables                   

   1 0.603 0.286 -0.421 0.821 -0.168 

    1 0.378 -0.535 0.703 0.434 

     1 -0.847 0.502 0.823 

      1 -0.5109 0.810 

       1 -0.380 

          1 

          

Using the data under consideration, the path coefficients are estimated by the regression method of ordinary 

least squares. The generated fitted form of the path model in equations 32-34 is given as: 
 

                         (52) 
 

                                  (53) 
 

                                          (54) 
 

The estimated R square values are given as: 
 

        
               

             
          

  
       

 

4 Discussion of Results 
 

From equation (48), the correlation between the variables decomposed into direct, indirect or joint effects shared 

with other variables were observed. Hence, the first term in the right hand side of the equation is the direct effect 

of    on   , the second term is the indirect effect of    on    through   , the third term is the indirect effect of 

   on    through   , the fourth term is the indirect effect of    on    through    and   , the fifth term is the 

joint effect on    which    shared with    and the sixth term is the joint effect on    which    shared with   . 

Each of the coefficients of determination in respect of the structural equations,           has large effect on the 

other variables. Clearly, 76% of the variance in variable    is predicted by other 5 variables while  24% of the 

variance in the variable is unexplained by the model. Also, 81% of the variance in variable    is predicted by 

other 4 variables while 19% of the variance in the variable is unexplained  by the model.  Similarly, 78% of the 

variance in variable    is predicted by other 3 variables while 22% of the variance in the variable is unexplained  

by the model. This shows that the larger the value of      the better the model under consideration. 
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5 Conclusion 
 

In this work, the principles of path analysis techniques and decomposition of correlation coefficients have been 

presented. Path estimation equations from specified structural equations were also generated with real life 

applications. It is established that in path analysis method, causal linkages and directions are determined by 

some predefined factors. It is therefore assert  that path analysis reduces inter-correlation matrix for a set of 

variables anchored on the framework of predicted causal associations. 
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