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ABSTRACT 
 
Quantitative structure-activity relationship (QSAR) models were combined with density functional 
computations and used to predict anti-fungi activities in a series of coumarin derivatives. Essential 
descriptors employed in this study were chosen based on the use of the Genetic Function 
Approximation (GFA) method.  Leave-N-Out (LNO) and Y-randomization techniques affirmed the 
model’s robustness and validity. Computed pMIC values were found to be in good agreement (+/- 
XX%) with experimentally determined values.  The proposed model may be a superior predictor of 
the counter-parasitic action of coumarin analogs and can be utilized for recommendation of new 
chemopreventive species. 
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1. INTRODUCTION 
 
Numerous skin illnesses, for example, tinea and 
ringworm brought on by dermatophytes exist in 
tropical and semitropical areas.In general, these 
parasites live in the dead, top layer of skin cells 
in soggy ranges of the body, for example, 
between the toes,the crotch, and under the 
bosoms. These contagious diseases cause just a 
minor aggravation. Different sorts of contagious 
contaminations could be more genuine. They can 
enter into the toes and cause tingling, swelling, 
rankling and scaling. Now and again, parasitic 
diseases can bring about responses somewhere 
else in the body. For instance, a man may build 
up a rash on the finger or hand in the wake of 
coming into contact with a tainted foot. 
 

The incidence of opportunistic fungal infections in 
patients treated with immuno suppressive drugs, 
intensive chemotherapy, suffering from AIDS and 
neonates is increasing at an alarming rate [1,2]. 
These mycoses are very difficult to eradicate 
constituting an enormous challenge for health 
care providers [3]. Although there appear to be 
an array of drugs for the treatment of systemic 
and superficial mycoses, none of them is ideal in 
terms of efficacy, safety or antifungal spectrum 
[4,5]. Many of the drugs have undesirable effects 
or are very toxic (amphotericin B), produce 
recurrence, show drug–drug interactions (azoles) 
or lead to the development of resistance 
(fluconazole, 5-flucytosine) [6]. 
 

The QSAR is one of the most vital areas in 
chemometrics and is a valuable tool that is used 

extensively in drug design and medicinal 
chemistry [7-10]. Chemical and Biological effects 
are related closely to molecular properties which 
can be calculated or predicted by their structure 
using various methods [11].Once a reliable 
QSAR model is established, we can predict the 
activities of molecules and know which structural 
features play a significant role in the biological 
processes. In this study,we use genetic function 
approximation (GFA), a statistical modeling 
algorithm to build a functional model of 
experimental data. Since its inception, several 
applications of this algorithm in the area of 
quantitative structure activity relationship 
modeling have been reported [12]. 
 
The purpose of the present work is to perform a 
quantum chemical QSAR study on the series of 
coumarin derivatives in Table 1 [13] to compare 
the computed values with the experimental 
activities of the compounds as Antifungal 
Agents…” and obtain a linear model by using 
Genetic function Approximation (GFA) method. 
 

2. MATERIALS AND METHODS 
 

2.1 Chemical Data 
 

Biological data on the activity of coumarin 
derivatives has been obtained [13] and is 
reported in Table 1. The activity data refers to 
pMIC (–log MIC), which indicates the 
experimentally determined biological activity of 
the compounds necessary for the inhibition of 
candida albicans. Fluconazole was used in Table 
1 as an assay control.  

 

Table 1. Data set  from the literature [13]  used in the Quantum Chemical QSAR analysis 
 

S/no Structures MIC 
(μg/mL) 

pMIC 

1 

 

500 2.83 
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2 

 

800 2.68 

3 

 

500 2.89 

4 

 

100 3.60 

5 

 

500 2.87 
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6 

 

200 3.25 

7 

 

500 2.87 

8 

 

400 2.99 

9 

 

400 3.01 
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10 

 

800 2.71 

11 

2-(3-Nitro-phenyl)-3-[4-(2-oxo-2H-chromen-4-ylamino)-phenyl]-thiazolidin-4-one

S

N

O

NH

O O

N+

O

O-

 

250 3.26 

12 

 

1000 2.68 
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13 

 

200 3.35 

14 

 

250 3.23 

15 

 

200 3.30 



 
 
 
 

Ajalaa et al.; JAMPS, 16(3): 1-18, 2018; Article no.JAMPS.22801 
 
 

 
7 
 

16 

 

200 3.34 

17 

 

250 3.27 

18 

 

200 3.40 

19 

 

1000 2.58 
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20 

 

1000 2.59 

21 

 

1000 2.59 

22 

 

500 2.89 

23 

 

250 3.16 

24 

 

250 3.17 

25 

 

200 3.00 

26 

 

500 2.87 

27 

 

1000 2.57 

28 

 

1000 2.58 

pMIC= -log MIC =Minimum inhibitory concentration in molar 
Biological data on the activity of Coumarin derivatives has been obtained from Jayakumar Swamy  et al,  Divyesh  

Patel et al 
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2.2 Computational and Statistical Details 
 
QSAR studies of coumarin derivatives was 
carried out on windows 7, Intel CORE i5 
operating system by Spartan’ 14v112 for 
windows, Macintosh and Linux. PaDEL-
Descriptor (A software to calculate molecular 
descriptors and fingerprints),version: 2.21 and 
Chem3D pro, version 12.0.2 1076. The 
molecular structures of the dataset was sketched 
using Chem Draw Ultra, version 12.0.2.1076 
developed by CambridgeSoft and Materials 
Studio V8.0.0.843 copyright(c) 2014 for the 
statistical analysis. 
 
The molecular geometry of all the derivatives 
from the dataset (Table 1) was determined via 
energy minimization [14] and geometry 
optimization using a Merck Molecular Force Field 
(MMFF) with the B3LYP/6‐311+G(d) method. 
This same density functional level was used to 
study QSAR [15-18].” 
 

2.3 Calculation 
 
Molecular modeling software programs perform 
mathematical calculations to determine several 
physical and chemical properties of molecules. In 
general, computational chemistry programs 
attempt to find a solution to the Schrödinger 
equation, as follows: 
 

ĤΨ=EΨ                                     (1) 
 
This function is an eigensystem in which the 
Hamiltonian operator applied to the wave 
function (Ψ) of the molecule is equal to an 
energy term (E) multiplied by the wave function, 
which is a mathematical expression that 
describes the system. The energy term in this 
function adjusts for the relative locations of 
electrons and the nucleus, and all interactions 
between them, while the operator is simply a 
function that is applied to the wave                   
function. Once solved, the wave function can be 
used to calculate most properties of an atom or 
molecule’s geometry, behavior, or energy. On 
the other hand, on account of the complexity of 
electron communications inside of a particle and 
the increment in this many-sided quality                    
when iotas consolidate to shape atoms, it is 
difficult to locate a careful answer for the 
Schrödinger comparison and in this way 
fluctuating degrees of guess must be connected. 
The PC project performs every one of the 
figurings to tackle such mathematical statements, 

and gives the critical information on the atomic 
framework. 
 

2.4 Density Functional Theory (DFT) 
 
Density function theory is ab initio estimation for 
a solution to the Schrödinger equation that 
depends on electron density around the nuclei in 
a molecule, rather than wave functions that other 
methods use. DFT is a well known technique for 
estimating giant molecule in the computational 
science world on the grounds that it has a high 
precision for every unit PC processor (CPU) time 
proportion in examination to different systems 
[19].

 

 
The Gentic Function Approximation (GFA) 
calculation offers another way to deal with the 
issue of building quantitative structure activity 
relationship (QSAR) and quantitative structure 
property relationship (QSPR) models. 
Supplanting relapse investigation with the GFA 
calculation empowers the development of 
models focused with or better than those 
delivered by standard procedures and makes 
accessible extra data not gave by different 
methods. Not at all like most different 
investigation calculations, GFA gives various 
models, where the populaces of the models are 
made by advancing irregular starting models 
utilizing a hereditary calculation. GFA can 
manufacture models utilizing straight polynomials 
as well as higher request polynomials, splines, 
and other nonlinear capacities The Genetic 
Function Approximation calculations are hunt 
calculations that take motivation from regular 
hereditary qualities and development. In this 
segment, the thoughts hidden Genetic Function 
Approximation calculations are quickly depicted, 
underlining the angles important to the genetic 
function approximation (GFA) way to deal with 
model building. The GFA calculation itself applies 
these thoughts to the issue of capacity 
approximation [20,21] given a substantial number 
of potential elements impacting a reaction, 
including a few forces and different elements of 
the crude inputs, to discover the subset of terms 
that corresponds best with the reaction. The focal 
thoughts of  calculations are straightforward. The 
locale to be looked is coded into one or different 
strings. In the GFA, these strings are sets of 
terms forces and splines of the crude inputs. 
Every string speaks to an area in the inquiry 
space.The calculation works with an 
arrangement of these strings, called a populace. 
This populace is advanced in a way that leads it 
toward the goal of the pursuit. This requires that 
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a measure of the wellness of every string, 
comparing to a model in the GFA, be accessible.  
 
 

Table 2. Parameters for energy minimization 
 

Parameters Value  
Force Field MMFF(Merck Molecular 

Force Field) 
Maximum no of Cycles 100,000 
Convergence Criteria 0.001cal/molǺ 
Dielectric constant 1(in a vacuum)  
Gradient Type Analytical 

 

Taking after this, three operations are performed 
iteratively in progression: determination, hybrid 
and change. Recently added individuals are 
scored by wellness paradigm. In the GFA, the 
scoring criteria for models are all identified with 
the nature of the relapse fit to the information. 
The choice probabilities must be re-assessed 
every time another part is added to the populace.  
 

Steadiness and meeting in the same way as 
other iterative minimization calculations, there 
are issues with the strength and union of the 
GFA calculation. A sign of the solidness of the 
GFA calculation can be got by producing a plot 
demonstrating the development of variable 
utilization withtime. Such a plot demonstrates the 
quantity of events of every variable in the 
populace for every era of the development. For 
pragmatic reasons, to decrease the measure of 
information that would be gathered, such a plot is 
produced just for those variables that happen 
most regularly in the last populace and the 
information are not ordinarily gathered for each 
era. The GFA calculation is accepted to have 
met when no change is found in the score of the 
populace over a noteworthy time allotment, either 
that of the best model in every populace or the 
normal of the considerable number of models in 
every populace. At the point when this rule has 
been fulfilled, no further eras are figure. 
 

3. RESULTS AND DISCUSSION 
 

In a general sense, QSAR addresses two 
inquiries: what auxiliary and electronic properties 

of an atom decide its movement and what can be 
modified to enhance this action? 
 

Computational devices permit analysts to 
recognize chemicals with ideal physico 
compound properties in silico, before costly 
experimentation. This saves both time and 
money,permitting the exclusion of subpar 
competitors without expending research facility 
resources [22]. 
 

3.1 QSAR Study 
 
To examine the Observed data, the conveyance 
of the information must be initially explored. Most 
relapse calculation depends on the information 
that is in effect typically examined, on the off 
chance that the information are not ordinarily 
disseminated, we ought to think about applying 
as a numerical change to accomplish an ordinary 
circulation. Observed data in Table 4 show 
acceptable normal distribution, so no need to 
perform a numerical transformation. Table 4 
shows a univariate analysis for the actual data. 
Table 4 contains several statistical measures that 
describe the actual data. The most important 
parameters in Table 4 are the skewness and 
kurtosis. Skewness is the third moment of the 
distribution, which indicates the symmetry of the 
distribution. 
 
Developing a QSAR model is a procedure that 
takes an arrangement of inputs and gives an 
arrangement of yields. For instance, a vitality 
minimization is a model which takes a structure 
as data and gives an enhanced structure as 
yield. In a normal QSAR study, estimation of 
descriptors happens. These are models which 
take a solitary structure as a data and give a 
solitary number or gathering of firmly related 
numbers as yields. Table 5 Shows the 
experimental pMIC and the predicted pMIC using 
the GFA approach of the training set. This shows 
how the GFA method predicted the pMIC. 
 
 
 

 

Table 3. List of descriptors used in this study 
 

Descriptors Type  Significance VIF 
SHBint5 Electrotopological 

state 
Strength for potential hydrogen bonds of path lenght5 1.099 

WD.Unity WHIM Descriptor A non-directional WHIM,weighted by unit weights 2.144 
Wlambda2.eneg WHIM Descriptor A non-directional WHIM,weighted by mulliken atomic 

electronegativities. 
1.188 

Wlambda3.polar WHIM Descriptor Non-directional WHIM, weighted by atomic 
polarizabilities  

1.267 
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Table 4. Univariate analysis of the observed 
data 

 

   Column A 
1 Number of sample points 21 
2 Range 1.03000000 
3 Maximum 3.60000000 
4 Minimum 2.57000000 
5 Mean 2.99380952 
6 Median 2.89000000 
7 Variance 0.09055690 
8 Standard deviation 0.30835800 
9 Mean absolute deviation 0.26054400 
10 Skewness 0.23096600 
11 Kurtosis -1.27567000 

 
Table 6 shows the GFA guess investigation 
which gives a synopsis of the information 
parameters utilized for the count. Additionally, it 
reports whether the GFA calculation united in the 
predetermined number of eras. Merging is 
accomplished when there has been no change in 
the scoring capacity for various eras. It can be 
seen from Table 6 that the accuracy of the 
model, indicated by the R

2
 value, is reasonably 

high therefore the predictive power of the model, 
as indicated by the adjusted R2 and cross 
validated R

2
 values, is also, high, even though 

the regression is significant according to F-test. 
In Table 6 the Friedman’s lack-of-fit (LOF) score 
[23-25], which evaluates the QSAR model by 
considering the number of descriptors as well as 
the quality of fitness, is chosen: the lower the 
LOF, the less likely it is that GFA model will fit 
the data. 
 

Use of the Friedman lack-of-fit (LOF) measure 
has several benefits over the regular least 
square error measure. In Materials Studio [25] 
LOF is measured using a slight variation of the 
original Friedman formula [26] The revised 
formula is: 
 

LOF = 
���

���
����

�
�
�               (2) 

 
Where SSE is the sum of squares of errors, c is 
the number of terms in the model, other than the 
constant term, d is a user defined smoothing 
parameter , p is the total number of descriptors 
contained in all model terms (again ignoring the 
constant term) and M is the number of samples 
in the training set. Unlike the commonly used 
least squares measure, the LOF measure             
cannot always be reduced by adding more        
terms to the regression model. While the new 
term may reduce the SSE, it also increases the 
values of c and p, which tends to increase the 

LOF score. Thus, adding a new term may reduce 
the SSE, but actually increases the LOF score. 
By limiting the tendency to simply add more 
terms, the LOF measure resists overfitting better 
than the SSE measure [26]. The Friedman's 
lack-of-fit (LOF) score in Table 6 evaluates the 
QSAR model. The lower the LOF, the less likely 
it is that GFA model will fit the data. The 
significant regression is given by F-test and the 
higher the value the better the model. 

 

Best model: Y =  0.04703a + 3.017924b - 
0.05263c + 0.01986d - 1.13568          (3) 

 

a = SHBint5, b = WD.unity, c = wlambda2.eneg 
and d = wlambda3.polar 
 
The multi-collinearity between the above five 
descriptors was detected by calculating  their 
variation inflation factors (VIF), which can be 
calculated as follows: 
 

VIF = 
�

����
             (4) 

 

Where R2 is the correlation coefficient of the 
multiple regression between the variables within 
the model . If VIF equals to 1, then no inter-
correlation exists for each variables; and if  VIF 
falls into the range of 1-5, the related model is 
acceptable; and if VIF is larger than 10, the 
related model is unstable and a recheck is 
neccesary [27]. The corresponding VIF values of 
the five descriptors are presented in Table 3 As 
can be seen from this table, all the variables 
have VIF values of less than five, indicating that 
the obtained model has statistical significance 
and the descriptors were found to be reasonably 
orthogonal [27]. 
 

3.2 QSAR Model Validation 
 

The real usefulness of QSAR models is not just 
their ability to reproduce known data, verification 
by their fitting power (R

2
), but mainly is their 

potential for predictive application. For this 
reason, the internal consistency of the training 
set was confirmed by using leave-oneout (LOO) 
cross-validation method to ensure the robustness 
of the model. The high calculated Q

2
LOO  value, 

0.7321 suggests a good internal validation. A 
second validation method was also developed on 
the basis of a leave-group-out (LGO) internal 
cross-validation method. In this case, a group of 
compounds in. Leave-N-out (LNO) 
crossvalidation, [28,30,31] known also as leave-
many-out, is highly recommended to test the 
robustness of a model. The training set of M 
samples is divided into consecutive blocks of N 
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samples, where the first N define the first block, 
the following N samples is the second block, and 
so on. This way, the number of blocks is the 
integer of the ratio M/N if M is a multiple of N; 
otherwise the left out samples usually make the 
last block. This test is based on the same basic 
principles as LOO: each block is excluded once, 
a new model is built without it, and the values of 
the dependent variable are predicted for the 
block in question. LNO is performed for N = 2, 3, 
etc., and the leave-N-out crossvalidated 
correlation coefficients Q

2
LNO are calculated in 

the same way as for LOO . LNO can be 
performed in two modes: keeping the                     
same number of factors for each value of N 
(determined by LOO for the real model) or with 
the optimum number of factors determined by 
each model. LNO is sensitive to the order of 
samples in the data set. For example, leave-two-
out crossvalidation for even M means that                   
M/2 models are obtained, but this is only a                 
small fraction (0.5·(M – 1 )–1) of all                     
possible combinations of two samples M!/(M – 
2)! =M(M – 1). To avoid any systematic variation 
of descriptors through a data set or some                   
subset what would affect LNO, the samples 
should be randomly ordered (in X and Y 
simultaneously). It is recommended that N 
represents a significant fraction of samples                 
(like leave-20 to 50% - out for smaller data                 
sets [35]. In this research, we have done leave-
10-out which yield Q2 = 0.9295 and SDEP = 
0.1978. 

 

3.3 y-Randomization 
 
The purpose of the y-randomization test  [28-34] 
is to distinguish and evaluate chance 
connections between's the reliant variable and 
descriptors. In this setting, the term chance 
connection implies that the genuine model may 
contain descriptors which are factually very much 
corresponded to y however as a general rule 
there is no reason impact relationship encoded in 
the separate relationships with y on the grounds 
that they are not identified with the component of 
activity.Two fundamental inquiries can be raised 
in regards to y-randomization: how to break 
down the outcomes from every randomization 
run and what number of runs ought to be carried 
out? There are different ways to judge whether 
the genuine model is described by a chance 
relationship. The straightforward methodology of 
Eriksson and Wold [33] can be summarized as a 
set of decision inequalities based on the values 
of Q

2
yrand and R

2
 yrand and their relationship R

2
 

yrand > Q2 yrand 
 
Q2

yrand < 0.2 and R2
yrand < 0.2 → no chance 

correlation; 
Any 
 Q2

yrand and 0.2 < R2
yrand < 0.3 → negligible 

chance correlation; 
any  
Q

2
yrand and 0.3 < R

2
yrand < 0.4 → tolerable chance 

correlation; 
any  

Table 5. Experimental pMIC and GFA Predicted pMIC for the training set 
  

  Actual values   Predicted values  Residual values 
1 2.68000000 2.74047800 -0.06047800 
2 2.89000000 2.90442700 -0.01442700 
3 3.60000000 3.55309600 0.04690400 
4 2.87000000 2.85161400 0.01838600 
5 3.25000000 3.23910800 0.01089200 
6 2.87000000 2.96696900 -0.09696900 
7 2.99000000 2.99727500 -0.00727500 
8 3.01000000 2.94309900 0.06690100 
9 2.71000000 2.69563800 0.01436200 
10 2.68000000 2.58562300 0.09437700 
11 3.35000000 3.16478300 0.18521700 
12 3.30000000 3.38182300 -0.08182300 
13 3.34000000 3.43747900 -0.09747900 
14 3.27000000 3.28108900 -0.01108900 
15 3.40000000 3.35432400 0.04567600 
16 2.58000000 2.59206700 -0.01206700 
17 2.59000000 2.77082600 -0.18082600 
18 2.89000000 2.72726800 0.16273200 
19 3.16000000 3.04156800 0.11843200 
20 2.87000000 3.00249100 -0.13249100 
21 2.57000000 2.63895400 -0.06895400 
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Q2
yrand and R2

yrand > 0.4 → recognized chance 
correlation.  
 
Therefore, the correlation’s frequency is counted 
as the number of randomizations which resulted 
in models with spurious correlations (falsely 
good), which is easily visible in a Q

2
 yrand against  

R2
yrand plot. 

 
3.4 Model Applicability Domain and 

Determination of Outlier towards the 
Model  

 

Applicability domain is simply defined as the 
response and chemical space in which a 
QSAR/QSPR model makes prediction with a 
given dependability. It includes the 
physicochemical domain, the descriptor domain, 
chemical domain, which is termed the chemical 
space or structural domain and metabolic domain 
. A model can only be put to use for screening 
compound (Insilico screening) if its applicability 
domain is defined and prediction for only those 
compounds that fall in this domain can be 
considered reliable [36]. The applicability domain 
of the model in this work will be defined using the 
leverage approach. It involves the construction of 
a hat matrix H 

 
���	(� × �) = 		 ���. (���

� ���)
��. ���

�                        (5) 
  
��� = ���(���

� ���)
�����

� → ���� = ������ ↔ ���� 
= ���(���

� ���)
�����

� ���                                         (6) 
 
���� = ����(���

� ���)
������

� → ����� 
= �������� ↔ ����� = ����(���

� ���)
������

� ����       (7) 

 
which maps the vector of observed values to the 
vector of fitted values. It is an � × � symmetric 
matrix which diagonal elements ℎ��  (known as 
leverage values) which directly reflect the 
structural influence of a compound to the values 
predicted by the model (i.e., a distance metric 
which shows how far a compound is from the 
model experimental space) [35]. In linear 
modelling, the leverage ranges between 1/n and 
1 and the average leverage for all compound in 
the training set is (k+1)/n. Therefore, warning 
leverage (cut-off leverage) value will be 
calculated using the relation below: 

 

ℎ∗ = 	
�(���)

�
              (8) 

 
Where ℎ∗the warning leverage, k is the number 
of descriptor in the model and n is the number of 
observation that make up the training set. When  
ℎ��   values of any molecule is lower than ℎ∗ the 

molecule is said to be structurally similar to all 
molecule that made up the test set, but if ℎ��  is 
greater than 	ℎ∗   it means the molecule is 
structurally distant from all other molecule in the 
training set and it predicted data by the model 
may be unreliable [35]. However if a compound 
has  ℎ��  greater than ℎ∗ it will reinforce the model 
if the compound is in the training set. If such 
compound is in test set it may not appear to be 
an outlier because it residual may be low. To 
determine vividly that a compound is an outlier, 
leverage values and standardized residual are 
used together in what is known as Williams 
graph to describe the applicability domain of a 
given model. Williams graph is a plot of 
standardized residual as the ordinate (y-axis) 
against the leverage as the abscissa (x-axis). 
The standardized residual of all (training, text 
and evaluation set) the compounds will be 
calculated using the equation below 
 

��� =	
����	��

����
                 (9) 

 

All (ℎ��,��	��	���, ℎ��,��	) leverages will be extracted 
and a plot of the standardized residual (SDR) 
against the leverages will be made. On that plot 
along the abscissa the cut-off leverage value will 
be made the boundary. Along the ordinate +/-2.5 
– 3.5 standard deviation units will used as 
boundary because points that lie within a +/-3 
standardised residual from the mean covers 99% 
of the normally distributed data [37-39]. Any 
compounds with cross-validated standard 
residual larger than 2.5 standard deviation unit 
are considered as outlier.  
 

The Fig. 1 shows,all compounds of the training 
set and test set are inside an area bounded by 3 
standardized residuals (Y-axis) and the warning 
h* value of 0.714(X-axis) with the exception of 
compound X. This means that all evaluated 
compounds except one have a leverage lower 
than the warning h value of 0.714. 
 

Table 6. Validation of the genetic function 
approximation 

 

  Equation 1: 
1 Friedman LOF 0.05023100 
2 R2 0.90643100 
3 R2

adj 0.88303900 
4 R2(cv) 0.73206600 
5 Significant Regression Yes 
6 Significance of  F-value 38.74939300 
7 Critical SOR F-value (95%) 3.05581800 
8 Lack-of-fit points 16 
9 Min expt. error for non-

significant LOF (95%) 
0.08216200 
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Fig. 1. Williams plot of the standardized residuals versus the leverage values 
 

 
 

Fig. 2. Predicted pMIC versus Observed pMIC for the training and test sets 
 

 
 

Fig. 3. The residuals versus observed activity values for the training and test sets 
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Table 7. Experimental pMIC and GFA 
predicted pMIC for test set 

 

Compound Observed 
activity 

Predicted 
activity 

Residuals 

1 2.83 2.889829 -0.05983 

11 3.26 3.404563 -0.14456 

14 3.23 3.382011 -0.15201 

20 2.59 2.816044 -0.22604 

24 3.17 3.092799 0.077201 

25 3 3.163509 -0.16351 

27 2.58 2.625505 -0.04551 

Fig. 2 shows a relation between the predicted 
values against observed activity for training and 
tests set using the equation 3. 
 
Also, Fig. 3 shows the distribution of the residual 
values against the Observed activity values for 
training and tests set. A residual can be defined 
as the difference between the predicted value in 
the generated model and the measured value for  
the Observed activity. 
 
To test the constructed QSAR model, potential 
outliers have been identified in Fig. 4a-b. An

 

 
  

 
 

Fig. 4. Outlier analysis 
 

(a) 

(b) 
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Fig. 5. Variable usage count against generation number 
 

outlier can be characterized as an information 
point whose remaining worth is not inside of two 
standard deviations of the mean of the leftover 
qualities. Despite the fact that the quantity of 
exceptions can differ contingent upon the nature 
of the dataset (e.g., erroneous estimations of  
physical properties or errors in molecular 
structures will diminish the information set 
quality), it still a decent test of QSAR model is to 
distinguish potential outliers. Fig. 4a-b contains 
two charts. One contains the residual values (a) 
plotted against the Observed pMIC and others 
shows the remaining qualities (b) plotted against 
Table 1 raw number. Each chart contains a 
dotted line that indicates the critical threshold of 
two standard deviations beyond which a value 
may be considered to an outlier. Inspection of 
Fig. 4a-b shows that there is no points appeared 
outside the dotted lines which make the QSAR 
model acceptable. 
 
In Fig. 5, the Y-axis represents the different 
molecular descriptors used in this study as 
shown on the left side of the graph. On the other 
hand, the X-axis represents the number of the 
generations we could generate for each of these 
molecular descriptors. According to Fig. 5, at 
each step, the GFA uses the current population 
to create the children that makes up the next 
generation.  
 
The algorithm selects a group of individuals in 
the current population called parents who 
contribute their genes the entries of their vectors  
to their children . The algorithm usually selects 
individuals that have better fitness values as 
parents . User can specify the function that the 
algorithm uses to select the parents. The                 
GFA creates three types of children for the              
next generation: Elite Children, Crossover  

Children and Mutation Children. In our QSAR 
study ,the algorithm stops when the number of 
generations reaches the value of 500 
Generations. 

 
4. CONCLUSION  
 
A genetic function approximation method was 
used to run the regression analysis and establish 
correlation’s between different types of 
descriptors and measured Chemotheraphy 
activities of Coumarin derivatives. These models 
were validated by means of leaveoneout cross-
validation, leave-N-out crossvalidation, external 
validation, y-randomization and applicability 
domain. 
 
The constructed model was assessed 
comprehensively (internal and external 
validations), and all the validation indicate that 
the QSAR model we constructed was robust and 
satisfactory. Selection of four variables showed 
that the SHBint5, WD.Unity, wlambda2.eneg and 
wlambda3.polar of the molecule play a main role 
in the predicting the antifungal activity of  
Coumarin derivatives. 
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