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ABSTRACT 
 

Text summarization is a key strategy in the domains of information retrieval and natural language 
processing (NLP). Its objective is to reduce a lengthy written document into a clearer, more 
succinct summary of the information it contains. When a text document is too lengthy or intricate to 
analyse completely, as in news stories, academic papers, or legal documents, this approach is 
extremely helpful. The major challenge of text summarising is to take the most important and 
relevant information from the original text and convey it in an understandable and concise way. In 
this study, extractive and abstractive summarising techniques are the two primary categories of text 
summary methods. The paper also presents several algorithms that have been proposed for text 
summarization, including TextRank, Seq2Seq, and BART. TextRank is a simple and fast algorithm 
that works well for short documents, Seq2Seq is a deep learning-based approach that generates 
high-quality summaries, and BART is a transformer-based algorithm that provides the best results 
on benchmark datasets. The obtained ROUGE Score after passing TextRank, BART, and 
Seq2SEq algorithm significant also. 
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1. INTRODUCTION 
 
Natural language processing (NLP), a discipline 
of artificial intelligence and computer science, is 
the study of how computers and people 
communicate using natural language. The 
objective of NLP is to create models and 
algorithms that can process and comprehend 
human language, making it possible for 
computers to carry out activities like                   
sentiment analysis, text categorization, machine 
translation, and text summarization, among 
others. 

 
NLP is a complex and challenging field, as 
human language is rich, ambiguous, and 
constantly evolving. To address these 
challenges, NLP relies on a variety of 
techniques, including statistical models, machine 
learning, deep learning, and rule-based systems. 
These techniques are used to process and 
analyze text data, extract meaningful information, 
and generate natural language outputs [1,2]. 

 
You can reduce a lengthy written document into 
a shorter, more manageable representation of its 
content by using text summarization. There are 
many different approaches to text summarising, 
such as extractive and abstractive techniques 
[3,4]. The summary is created using extractive 
summarization, which pulls out the key phrases 
or clauses from the original text. Contrarily, 
abstractive summarization starts from scratch 
with a new summary depending on the content of 
the original text. The best strategy to use relies 
on the particular needs of the summarising work 
because both techniques have advantages and 
disadvantages [5]. 
 
Text summarization has numerous applications, 
including information retrieval, content-based 
recommendation systems, and knowledge 
management. In the field of information retrieval, 
text summarization can be used to provide a 
quick overview of search results, allowing users 
to quickly identify relevant documents. In 
content-based recommendation systems, text 
summarization can be used to provide users with 
a brief description of the content of 
recommended documents. Finally, in knowledge 
management, text summarization can be used to 
extract key information from large and complex 
documents, making it easier to store, manage, 
and retrieve information [6]. 

Text summarising is a difficult topic since it calls 
for the capacity to extract the most crucial 
information from the source text and to display it 
in a clear and simple manner [7,8,9]. A good 
summarization should accurately capture the 
main ideas and information contained in the 
original text, while excluding irrelevant or 
redundant information. To do this, text 
summarising algorithms must have a thorough 
grasp of the architecture and content of the 
original text and be able to recognise the most 
crucial clauses or phrases based on their 
significance, applicability, and coherence [10]. 
 

For text summarization, a number of methods 
have been put forth, including TextRank, 
Seq2Seq, and BART. The text document's 
structure is used by the graph-based algorithm 
TextRank to obtain a summary. It models the text 
as a graph of words and sentences, and 
calculates the importance of each node based on 
the number and weight of its edges. Seq2Seq is 
a deep learning-based algorithm that uses the 
encoder-decoder architecture to generate a 
summary. The transformer-based algorithm 
BART (Bidirectional Encoder Representations 
from Transformers) processes the input text in a 
bidirectional manner. 
 

2. LITERATURE REVIEW 
 
This section cites earlier works that make use of 
the various summarizing methods. Instead of 
sentence production for text summary, the 
majority of researches focus on sentence 
extraction. The most popular approach of 
summarization creates extractive summaries 
based on statistical aspects of the sentence. 
 
According to Luhn [11], the words that are used 
the most often in a text correspond to its most 
crucial ideas. He wanted to assess each phrase 
based on the frequency of each word before 
selecting the best result. Methods based on 
location, title, and cue words were suggested by 
Edmunson [9]. He argued that the summary 
should include the topic information, which is 
usually found in the opening few words or 
paragraphs of a text. One flaw in the statistical 
technique is that it ignores the semantic 
relationships between sentences. In order to give 
a summary, Goldstein [12] developed a query-
based summarizing technique that would extract 
important lines from a text according to the query 
fired. There is a suggested query for the 
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extraction criterion. The more words combined in 
the question and a sentence, the more likely it is 
to be included in a summary. Goldstein [12,13] 
used statistical and linguistic characteristics to 
analyze the summaries of news stories in order 
to assess the phrases in the document. One 
approach to summarizing is sentence extraction 
and grouping. In order to determine how similar 
sentences' cumulative phrases are, sentences 
should first be clustered depending on how far 
apart they are from one another semantically, 
according to ZHANG Pei-ying and LI Cun [14]. 
Finally, the sentences should be selected using 
extraction procedures. K-means algorithm is 
used to group the sentences together [14]. Morris 
and Hirst [15,16] were the authors who initially 
developed the idea of lexical chains. Lexical 
chains [16] take advantage of the relationships 
between any number of related words. By 
assembling groups of semantically similar words, 
we can form lexical chains. Barzilay and Elhadad 
[17,18] built a lexical chain by utilising WordNet 
to determine the semantic distance between 
terms. The phrases associated with the chosen 
strong lexical chains are picked as a summary. 

 
Using a liner time method, H. Gregory Silber and 
McCoy [19] created a method for creating lexical 
chains. By creating an intermediate 
representation, the author follows Barzilay and 
Elhadad's [18] approach of using lexical chains 
to extract crucial concepts from the original text. 
The method for using lexical chaining to 
construct an array of Meta-Chains whose size is 
equal to the number of noun senses in the Word 
Net and the document is detailed in the article 
[19]. Proper nouns and anaphora resolution 
issues with the algorithm needs to be fixed. A 
alternative approach to summarization is found in 
graph theory [20]. To create a semantic network 
of the original text, the author suggested a 
technique based on subject-object-predicate 
(SOP) triples from individual phrases. Every word 
has essential, significant concepts strewn 
throughout it. According to the author [20],                 
by identifying and using the links between                
them, it may be feasible to recover crucial 
information. Pushpak Bhattacharyya [21] of the 
IIT Bombay, one of the researchers, proposed a 
Word Net-based approach for summarizing. 
Word-net is used to summarise the document, 
creating a sub-graph. The Word Net is used to 
assign weights to the sub-graph's nodes in 
respect to the synsnet. The most popular 
methods for text summarization incorporate one 
or both of the linguistic and statistical 
approaches. 

3. ABOUT DATASET 
 

The CNN/Daily Mail dataset is a sizable corpus 
of news stories and summaries gathered for 
summarizing purposes. It has been frequently 
used to train and test summarizing models and 
has over 300,000 article-summary pairs. This 
dataset includes articles and summaries on a 
variety of subjects, such as politics, 
entertainment, sports, and more. The articles and 
summaries are taken from the CNN and Daily 
Mail news websites and other some other 
sources [22]. The summaries in this dataset are 
written by professional journalists and are 
typically shorter than the corresponding articles, 
making them ideal for training summarization 
models. The CNN/Daily Mail dataset has been 
utilized in a wide range of academic projects and 
has significantly advanced the field of text 
summarization. 
 

4. DATA PREPROCESSING 
 

Preprocessing is an important step in working 
with the CNN/Daily Mail dataset. The main 
objective of preprocessing is to clean and 
transform the raw data into a suitable 
presentation for further analysis or modeling. 
Here are some common preprocessing steps 
that are typically applied to the CNN/Daily Mail 
dataset. 
 

4.1 Data Cleaning 
 

This step involves removing any irrelevant or 
redundant information and handling any missing 
or incomplete data. This can include removing 
stop words, stemming, and lemmatizing the text, 
as well as removing any irrelevant characters or 
symbols. Fig. 1 highlights elements of the 
Dataset. 
 

4.2 Tokenization  
 

Tokenization comprises breaking down the text 
into reduced parts such as words or sentences. 
This is typically done using a tokenizer that can 
handle different types of text, such as 
punctuation, numbers, and special characters. 

  
4.3 Text Normalization 
 

Text normalization encompasses transforming 
the text into a standardized format [23]. This can 
comprise altering text to lowercase, removing 
diacritics, and converting contractions to their full 
forms. Fig. 2 highlights the Word Frequency of 
the Dataset. 
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Fig. 1. Elements of the dataset 
 

 
 

Fig. 2. Word frequency 
 

 
 

Fig. 3. Length analysis. 
 

4.4 POS Tagging 
 

Part-of-speech (POS) tagging entails assigning 
the appropriate part of speech to each word in 
the text. This can aid in determining the text's 
syntactic structure and be helpful for later tasks 
like sentiment analysis and named entity 
recognition. Fig. 3 highlights the Length Analysis 
of the Dataset. 
 

5. TYPES OF SUMMARIZATION 
TECHNIQUES 

 

5.1 Extraction-Based Summarization  
 

The process of extraction-based summarization 
is locating and extracting the key expressions or 
sentences from the input text in order to produce 

a summary. The ability to retain the text's original 
words and meaning is one of the key benefits of 
extraction-based summarization, which might be 
crucial in certain situations [24]. Extraction-based 
summarization can be useful for summarizing 
text that is mostly factual in nature, like news 
items, and is also rather simple to put into 
practice. 
 

Implementing extraction-based summarization 
can be done in several ways, including 
frequency-based methods and machine learning-
based methods. The most significant sentences 
are determined using statistical criteria such as 
word frequency or sentence length using 
frequency-based approaches. Machine learning-
based approaches entail building a model that 
can recognise the most significant sentences 
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based on a variation of characteristics, as well as 
sentence length, placement in the text, and the 
presence of essential words or phrases. Because 
the extracted sentences could not flow naturally 
together, extraction-based summarising has the 
potential to yield summaries that lack coherence 
and organisation. Moreover, more complicated 
texts that demand in-depth comprehension and 
interpretation may be difficult for extraction-
based summarization to handle. 
 

5.2 Abstraction-Based Summarization 
 
A technique called abstraction-based 
summarization includes creating a summary that 
does not have to match the text's exact language 
but rather captures the important ideas and 
concepts in a broader sense. To do this, natural 
language generation techniques are used to 
generate new sentences that more clearly and 
concisely express the major concepts of the 
given text. Technical or scientific texts are highly 
suited for abstraction-based summarization since 
it may capture more complicated ideas and links 
between concepts [25]. Abstraction-based 
summarization has the drawback of possibly 
requiring more training data and computer 
resources than extraction-based summarization. 
Also, the effectiveness of the natural language 
generation techniques used, which can be 
difficult to optimize, may have a significant 
impression on the quality of the summary. 
 

6. ALGORITM SELECTION 
 
The algorithm selection section is a crucial part 
of the text summarization project as it determines 
the performance of the model. The primary 
objective of this section is to gauge different 
machine learning algorithms and select the best 
performing one for the given task. In this section, 
we discuss the various models we considered 
and the criteria we used to select the best one. 
 
•TextRank: Preprocessing the input text by 
removing stop words, stemming, and lower-
casing the text. Imagine the text as a network, 
with the nodes standing in for sentences and the 
edges signifying how similar they are. using the 
graph's PageRank algorithm to isolate the 
summary's most crucial phrases. 
 
•Seq2Seq: Preprocessing the input and target 
text by tokenizing and converting them into a 
numerical representation. Creating a sequence-
to-sequence model with an encoder-decoder 

architecture and attention mechanism. Training 
the model on a dataset of input and target 
summaries. Evaluating the model performance 
by calculating metrics such as ROUGE and 
BLEU. 
 
•BART: Preprocessing the input and target text 
by tokenizing and converting them into a 
numerical representation. Creating a BART 
model with an encoder-decoder architecture and 
fine-tuning it on a dataset of input and target 
summaries. Evaluating the model performance 
by calculating metrics such as ROUGE and 
BLEU. 
 
Overall, the methodology for developing text 
summarization using TextRank, Seq2Seq, and 
BART involves a combination of data processing, 
model selection, training, evaluation, and 
optimization to achieve the desired level of 
accuracy and performance. 
 

7. RESEARCH BACKGROUND 
 
TextRank: The fundamental concept underlying 
TextRank is to visualize the text as a graph, 
where each node resembles to a phrase or a 
word, and the connections amongst nodes are 
represented by the edges. The PageRank 
algorithm determines the ranking of the nodes, 
and edges are weighted according to how similar 
the nodes they connect are. The input text is first 
pre-processed to eliminate stop words, 
punctuation, and other noise before being used 
to produce the graph. The edges connecting 
nodes are then determined based on how 
semantically similar the sentences or words are 
to one another [26]. Cosine similarity, Jaccard 
similarity, or other metrics can be used to 
determine how similar two nodes are to one 
another.  

 
The PageRank algorithm is used to assign a 
ranking to each node after the graph has been 
created. The PageRank algorithm is altered for 
TextRank to consider how similar nodes and 
their neighbors are. In more detail, a node's 
ranking is established using the average of the 
rankings of its neighbors, weighted by how 
similar the nodes are to one another. The graph's 
top-ranked nodes are selected to create the 
summary for text summarization. This can be 
accomplished by choosing the top-ranked 
expressions or words to create a summary that 
encapsulates the text's core concepts. Fig. 4 
highlights the Flow Diagram of the TextRank. 
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Fig. 4. Flow diagram of the Textrank 
 

Seq2Seq: Seq2Seq models' central tenet is to 
discover a mapping between sequences of input 
and output data, such as a source language's 
word order and a target language's word order. 
Encoders and decoders are the two primary 
parts of Seq2Seq models. The input sequence 
must be processed and encoded into a fixed-
length vector representation by the encoder. The 
decoder then receives this vector and uses the 
encoded input and previous outputs to construct 
the output sequence, one token at a time. 
 
A recurrent neural network (RNN), such as an 
LSTM network or a gated recurrent unit (GRU) 
network, serves as the encoder in most cases. At 
each time step, the RNN updates its hidden state 
as it goes over the input sequence, single token 
at a time. The input sequence is represented in 
encoded form by the RNN's final hidden state. 
Although it often has a different design than the 
encoder, the decoder is likewise an RNN [27]. It 
generates the subsequent token in the output 
sequence using the encoded representation of 
the input sequence as well as the previous token 

that was generated as input. Up until it 
encounters an end-of-sequence token or a 
predetermined maximum length, the decoder 
keeps producing output tokens.  
 
BART: On the transformer architecture, BART is 
based. Transformers are a type of neural 
network that models the connections between 
various elements of a sequence, such as the 
words in a sentence, by using attention 
mechanisms. An auto-regressive decoder and a 
bidirectional encoder are added as part of 
BART's extension of the transformer design. The 
Seq2Seq model's encoder and the bidirectional 
encoder are comparable. It converts a string of 
tokens, like the words in a phrase, into a fixed-
length vector representation as input. The BART 
encoder, in contrast to a typical Seq2Seq 
encoder, is bidirectional, which means that it 
processes the input sequence both forward and 
backward [28]. It has been demonstrated that 
doing so enhances performance on NLP tasks by 
enabling the encoder to record more intricate 
relationships between the tokens. 

 

 
 

Fig. 5. Flow diagram of the BART 
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A Seq2Seq model's decoder and BART's auto-
regressive decoder are comparable. It produces 
the subsequent token in the output sequence 
with the encoded representation of the input 
sequence as well as the previous tokens that 
were generated. The BART decoder, in contrast 
to a typical Seq2Seq decoder, is auto-regressive, 
which means that it generates the output tokens 
one at a time dependent on the tokens that were 
generated earlier. As a result, the decoder can 
recognise dependencies between output tokens 
and produce text that is more fluid and cohesive. 
A denoising autoencoder aim is used to pre-train 
BART using a sizable corpus of text data. By 

randomly masking words or rearranging 
expressions in the input text, the pre-training 
process tampers with the text before training the 
model to restore the original content. The model 
gains a broad understanding of natural language 
from this pre-training target, which it can then 
hone for particular NLP tasks. Fig. 5 highlights 
the Flow Diagram of the BART. 

 
8. RESULTS 
 
The results has been summarized below using 
TextRank, Bart, and Seq2Sq algorithms. 

 

 
 

Fig. 6. Predicted Summary comparison using TextRank 

 
Fig. 6 highlights the comparison between Predicted Summary and Real Summary Using TextRank. 

 

 
 

Fig. 7. ROUGE score of Textrank 
 
Fig. 7 highlights the Rouge Score for the TextRank Algorithm. ROUGE basically measure the 
similarity between machine-generated summaries and human-written reference summaries. 
 

 
 

Fig. 8. Predicted summary comparison using Seq2Seq 
 
Fig. 8 highlights the comparison between Predicted Summary and Real Summary Using Seq2seq 
Algorithm 



 
 
 
 

Dhanda and Gupta; Asian J. Res. Com. Sci., vol. 17, no. 4, pp. 95-104, 2024; Article no.AJRCOS.112948 
 
 

 
102 

 

 
 

Fig. 9. ROUGE Score of Seq2Seq 
 
Fig. 9 highlights the Rouge Score for the Seq2Seq Algorithm. 
 

 
 

Fig. 10. Passage with predicted summary comparison using Textrank 
 
Fig. 10 highlights the comparison between Predicted Summary and passage from dataset Using 
BART algorithm. 
 

 
 

Fig. 11. ROUGE Score of BART 
 
Fig. 11 highlights the Rouge Score for the BART Algorithm. 
 

9. CONCLUSION AND FUTURE SCOPE 
 
In conclusion, text summarizing is a crucial task 
in natural language processing that seeks to 
produce a short and cohesive summary of a 
lengthy text. Text summarizing can be done in a 
variety of ways, including with abstraction- and 
extraction-based methods. But recent 
developments in deep learning models, including 
TextRank, Seq2Seq, and BART, have produced 
encouraging outcomes for text summarization. A 
graph-based system called TextRank employs 
the PageRank algorithm to determine the key 
sentences in a file and produce a summary. To 
create abstractive summaries, Seq2Seq 
models—neural network models—can be trained 
on pairs of documents and summaries. 
Contrarily, BART is a pre-trained transformer 
model that has attained cutting-edge 
performance on a variation of NLP applications, 
including text analysis. These methods each 
have advantages and disadvantages of their 
own. TextRank is an easy-to-use technique that 
works well without training data, although it might 
have trouble producing summaries that are fluent 
and cohesive. Seq2Seq models have the ability 

to produce abstractive summaries that are fluent 
and seem more natural than extractive 
approaches, but they need a lot of training data 
and can occasionally produce generic 
summaries. Although BART is a strong and 
flexible model that can produce abstract as well 
as cohesive summaries, it is computationally 
expensive and necessitates pre-training on a 
substantial amount of data.  
 
Overall, the method for text summarization that is 
chosen depends on the particulars of the work at 
hand, including the volume and complexity of the 
input text, the length and format of the summary 
that is sought, and the accessibility of training 
data. But these recent developments in deep 
learning models have created new chances for 
more successful and effective text 
summarization, with the potential to be useful for 
a variety of applications in business and 
academics. 
 
There is a large portion of scope for future 
development and use in the arena of text 
summarization using deep learning models like 
TextRank, Seq2Seq, and BART. Multi-document 
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summarization, which involves summarizing 
several texts on the same subject, is one 
promising area of future research. For 
specialised topics, creating domain-specific 
summarization models is another possibility. 
Users' feedback on the content and presentation 
of summaries might be collected through 
interactive summarizing, resulting in more 
accurate and individualized summaries. Other 
significant research areas include the creation of 
efficient evaluation measures and multilingual 
summarization algorithms. We can anticipate 
more complex and successful summarization 
models that serve a variety of sectors and 
applications as long as innovation and research 
in this area continue. 
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