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Image recognition is one of the core research directions in the field of computer vision research, which can be divided into general
image recognition and fine-grained image recognition. General image recognition refers to the recognition of different types of
objects; fine-grained image recognition refers to the recognition of different subclasses in the same broad class of objects,
such as SME financing inventory pledge image recognition. In this paper, we propose a partial differential equation-based
image recognition method for SME financing inventory pledges and conduct detailed analysis and experiments. Compared
with general images, partial differential equation-based SME financing inventory pledges image recognition is difficult to
recognize due to data characteristics such as small differences in features between classes, large differences in features
within classes, and a small percentage of targets in the image. To address the problem that existing methods ignore the
role of shallow features on fine-grained image recognition, this paper proposes a fine-grained image recognition method
based on partial differential equations. By analyzing the important role of shallow features for fine-grained image
recognition, a feature fusion method with adaptive weights is proposed. Using this method to fuse shallow and high-level
semantic features for recognition, the role of shallow features in fine-grained image recognition is fully exploited. In
addition, the proposed method does not change the order of magnitude of the model parameters and is highly
transferable. The relevant experimental results verify the effectiveness of the proposed method.

1. Introduction

The invention of electronic computers during the third
industrial revolution led to the information age. With the
development of the information age, the future society will
have 90% of its information traffic from visual data, i.e.,
image and video data. Currently, the global Internet alone
can generate petabytes of data of order of magnitude per
day in terms of visual information volume [1]. This data
contains a wealth of information that is useful not only for
scientific research but also for life. Effective use of this visual
information is an important research component for indus-
try and academia. Initially, humans relied only on them-
selves to process this data, but the rate at which humans
could process data on their own was much slower than the
rate at which the Internet could generate data. With the

rapid development of computer technology, computers have
long been able to process data much faster than humans.
Therefore, human beings want to process these visual data
with the help of computers, thus forming the field of com-
puter vision research. Computer vision has a wide range of
application prospects in medical, transportation, security,
science, agriculture, military, and other fields, mainly con-
taining image recognition, target detection, target tracking,
and image generation, and other research subdirections, of
which image recognition is the basis for other tasks.

Before the actual processing of the image, image recogni-
tion processing is required. The presence of noise can affect
the subsequent image processing results, such as the inability
to obtain accurate edge information in image edge extraction
and reduced recognition capability of the model in image
recognition.
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Therefore, image recognition is highly researchable.
Noise in images originates from processes such as image
generation and transmission, which manifests itself in
images with a machine with discrete pixel points, and the
presence of noise can degrade the image quality and affect
people’s use. Image recognition can bring people sharper,
higher-quality images [2].

Image coloring is yet another task in image processing.
Image coloring, as the name implies, means adding color
to an image, and the technique. Not only can you colorize
grayscale images, but you can also color transform existing
color images. This can be achieved through the processing
of the image is colored to increase the visual effect of the
image and to facilitate in-depth research and analysis of
the image. Image coloring has a wide range of applications
in life [3], such as ancient paintings that can have varying
degrees of deterioration due to time; image coloring can be
used for the ancient paintings are restored to increase their
ornamental and artistic value; for black-and-white photos
and black-and-white films, the image coloring can increase
strong image authenticity; also image coloring of medical
grayscale images, easy for medical personnel to observe
and diagnose, etc.

2. Related Work

The research on image recognition has developed to date
with fruitful results. It includes methods based on the trans-
form domain and spatial domain, vector-based diffusion,
and tensor-based diffusion. In recent years, with the devel-
opment of deep learning, image recognition has also shifted
from traditional methods to deep learning, neural network-
based methods. Today, there are still many scholars working
on the image recognition problem. Recognition methods
based on the image transform domain include wavelet trans-
form and Fourier transform, and recognition methods based
on image space domain methods such as Wiener filtering
and adaptive median filtering, which can achieve recognition
but at the same time can damage the image in some edge
information cannot meet the needs of people. The literature
has creatively used partial differential equation (PDE) to
study image smoothing and enhancement, opening up
PDE-based image processing [4].

After that, the literature provided a theoretical basis for
the use of PDEs for image recognition. By the 1990s, the par-
tial differential equation-based image processing method
gradually became one of the popular methods in the field
of image processing. At present, the method has achieved
fruitful results. The earliest partial differential equation
applied to image recognition is the heat conduction equa-
tion, which corrupts the image edges to some extent while
recognizing them. Based on the heat conduction equation,
an anisotropic diffusion model (i.e., P-M model) was pro-
posed in the literature, which can preserve image boundaries
well, but the uniqueness of the solution cannot be guaran-
teed as the model is pathological. The literature proposes
the more stable regularized P-M model, which is an optimi-
zation of the P-M model. The curvature change-based model
proposed in the literature also achieves some identification

results. The P-M model and its improved model are both
second-order PDE models, which produce “step effect” in
recognition, while the higher-order PDE model proposed
by scholars can effectively solve the problem [5]. The
fourth-order PDE model (Y-K model) is proposed in the lit-
erature to eliminate the “step effect,” but the speckle phe-
nomenon also appears. The diffusion coefficient of the Y-K
model is modified, and the recognition effect is improved
compared with the Y-K model. A two-step algorithm is pro-
posed to remove the pretzel noise. The literature proposes a
recognition method for Poisson noise by maximum a pos-
teriori estimation (MAP). In addition, many scholars have
proposed fourth-order PDE models, fractional-order PDE
models, and PDE-based “hybrid” recognition models, which
have achieved some recognition results. A recognition model
based on total variation (TV) is proposed in the literature,
which preserves the image edge information while recogniz-
ing. According to this idea, various adaptive TV models have
been proposed by scholars. The literature has proposed a
variational model that can effectively remove the step effect
by using higher-order derivatives to smoothly approximate
the function. Recognition models based on full variance have
been extensively studied in the literature, and all achieve
desirable recognition results in terms of recognition.

The color transfer-based coloring method is to perform
the color transfer in two similar images, the specific process
is first input A grayscale image, then a color image similar to
the grayscale image is input, and the grayscale image is real-
ized through computer technology with matching the trans-
fer of pixels between color images leads to the colorization of
grayscale images. The literature implemented color transfer
through block similarity. Subsequently, the literature people
implemented image coloring by combining the Bayesian
image mapping algorithm and image transfer. Since each
pixel point is treated individually, these methods suffer from
the problem of spatial consistency. To overcome this prob-
lem, scholars have applied image segmentation to image col-
oring. In addition to this, other color transfer-based coloring
methods exist. The literature considers that the image color-
ing problem can be treated as an image restoration problem.
The authors in YCbCr color space propose a full variational
model to obtain the chromaticity information of the image
by solving this optimization problem and then combine it
with the luminance information of the image to obtain the
colorized image. However, due to the nonconvexity of this
model, the coloring results will be affected by the initial con-
tour lines. Later, the regenerating kernel Hilbert space
(RKHS (reproducing kernel Hilbert spaces)) was used for
image coloring, and the coloring performance was
improved, but the model is still nonconvex. In addition,
many other scholars have studied the full variational model.
In all of these methods mentioned above, the gradient infor-
mation of the image is used to control the color diffusion,
but the color diffusion cannot be achieved correctly due to
the influence of pseudoedges in the image. To address the
effect of pseudoedges in images, the literature proposes a
coupled full-variance model that performs fast coloring in
smooth regions and stops color diffusion at edges. Since
the Jin model is convex and insensitive to initial values, it
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has good robustness. In addition, the literature proposes a
nonlocal estimation-based image coloring method by com-
bining the texture features of the image. In paper [5], the
authors use higher-order regularization for image coloring,
which can suppress the color diffusion at the edges of the
image. The literature proposes a method for selecting seed
pixels that improve the effectiveness of manually adding
colors. The literature proposes two alternate algorithms to
solve the nonconvex full variational model, and the results
also outperform the existing algorithms [6].

3. Application of Partial Differential Equation-
Based Image Recognition in SME

Private SMEs are an important link to ensure the employ-
ment of workers and the main nature of the market and also
contribute to the development of the local economy and the
stability of the regional industrial chain supply chain. The
theory of partial differential equations is applied in many
practical problems, and people analyze the image and then
build the PDE model that best fits the bar so that the image
can be processed better. With the improvement and devel-
opment of partial differential equation theory, PDE-based
image processing methods have received more and more
attention in recent years. This section focuses on the applica-
tion of PDE in remote sensing image noise reduction,
including the mathematical theory of partial differential
equation and the principle of classical PDE recognition
model, etc., and the experimental analysis compares the rec-
ognition effect of related algorithms.

3.1. The Underlying Logic of Partial Differential Equations. A
partial differential equation is defined in the field of mathe-
matics as an equation that contains the partial derivatives
of an unknown function [7]. The equation is inseparably
related to many practical problems not only in the field of
physics but also in the field of mathematics when it is
applied in practice. The equation abstracts all these practical
problems and obtains a mathematical model, and the
desired results can be achieved by using different models
depending on the purpose of the treatment. Because the
problems solved by this equation are mainly from physics,
it is also called a mathematical physics equation. Many
branches of physics and mathematics use the theory of par-
tial differential equations due to the growing relationship
between the various disciplines. Its formulation theory is

T = dy
dx

:
∂2Ω
∂v2

: ð1Þ

In the 1980s, the concept of scale space was introduced
to image processing to decompose images at multiple scales,
and this was the earliest study of partial differential equation
theory in the field of image processing. In image processing,
the basic principle of partial differential equations is to meet
the needs of practical image processing, so the most qualified
mathematical model should be selected to create the abstract
model, and the solution after solving the equation is the
result we hope to get; PDE-based image processing algo-

rithms have the following advantages compared with tradi-
tional methods [8]. The first formula of the article is the
core formula of the article, which ensures that the algorithm
can perform the basic function of image recognition, which
is to use the method based on the partial differential equa-
tion to recognize the image.

(1) The PDE is inseparable from the real problem, and a
variety of geometric features such as the gradient of
the image as well as the orientation information
can be selected as processing elements of the model
when performing image processing. The theory of
its formulation is

T = Δy/Δxð Þ
∂2Ω/∂v2
� � ð2Þ

(2) The PDE algorithm is based on the traditional dis-
crete filtering method for generalization and conti-
nuity analysis, and the algorithm can use a
continuous model when analyzing images. The the-
ory of its formulation is

A = 1
n
〠
n

i=1
Xi − �X
� �2 ð3Þ

(3) Partial differential equations, due to their own very
strong mathematical theoretical foundation, can be
combined with many already well-established
numerical computational methods in the field of
mathematics, such as simulated degeneracy and
genetic algorithms. The theory of its formulation is

B = lim
n⟶∞

〠
n

i=1
X2
i ⋅ lim

n⟶∞
〠
n

i=1
XiYi ð4Þ

At present, partial differential equation processing
methods are widely used in image processing-related fields
such as image noise reduction, edge detection, and image
segmentation. In recent years, image processing techniques
based on partial differential equation methods are a key
research branch in the field of image processing and have
attracted the attention of people in related fields. Problems
such as image smoothing and image enhancement are stud-
ied. At the same time, the literature has made a break-
through in the exploration of both scale space and image
structure in the field of image processing [9]. Later, the liter-
ature found that the parabolic partial differential equations
in the scale space can be established using the thermal diffu-
sion equation, while the evolution equations to satisfy the
maximum principle can be done by defining a scale space.
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The image recognition process based on the partial microe-
quation mainly combined the feature selection problem with
a genetic algorithm, simulated annealing algorithm, particle
swarm optimization algorithm, random forest, or a random
resampling process in the calculation of this kind of method
and use probabilistic reasoning and sampling process. As the
basis of the algorithm, based on the effectiveness of classifi-
cation estimation, a certain weight is assigned to each feature
during the operation of the algorithm, and then, the impor-
tance of the feature is evaluated according to a given or
adaptive threshold. Other branches of higher mathematics
and image processing, such as mathematical morphology,
image horizontals, and image shapes, provide useful theoret-
ical justifications for the development of this new method.
Among them, image filtering and image segmentation in
image processing became the immediate conditions for the
eventual formation of this discipline. The theory of its for-
mulation is

B = ∑n
i=1X

2
i

∑n
i=1XiYi

: ð5Þ

The theory of partial differential equation recognition
was first introduced by Gaussian filtering. Because the
Gaussian filtering linear diffusion uses the same diffusion
strength and method at the flat areas and edges of the image,
so although the method filters the noise well, the detailed
texture and edge features of the image are significantly dam-
aged and the quality of the filtered image suffers severely.
PDE-based image processing methods cover almost the
entire field of image processing and since the PDE
based [10].

The image processing method is a low-level image pro-
cessing, so many other image processes such as feature
extraction, image segmentation, and image restoration can
apply its results as intermediate results. Partial differential
equations were first applied mainly in the field of physics
to help people solve problems in physics, and as people stud-
ied partial differential equations more, it was applied to
many branches of physics and mathematics. The simulta-
neous existence of the variables in an equation and their
derivatives of all orders in the same equation is the most
important feature of partial differential equations. A nor-
mally differential equation is one in which the unknown
function in the equation contains only one independent var-
iable, whereas a partial differential equation is one in which
the unknown function in the equation is related to more
than one variable and there are derivatives of the unknown
function concerning more than one variable in the equation
at the same time.

There are three types of partial differential equations that
are often used in practical applications, mainly the Laplace
equation, the heat conduction equation, and the fluctuation
equation. They are considered to be the most typical partial
differential equations and are the first partial differential
equations used in physics and mathematics. Since the solu-
tions of these three equations can solve many important
physical problems, it has a very important and wide range

of applications. Here are the specific expressions for these
three equations.

(1) Laplace’s equation

M = ∑n
i=1X

2
i

x − μð Þ/σ ð6Þ

(2) Heat conduction equation

x − μ

σ
= 〠

n

i=1
XiYi + 〠

n

i=1
X2
i ð7Þ

(3) Wave equation

N = 〠
n

i=1
XiYi + 〠

n

i=1
X2
i + 〠

n

i=1
Xi ð8Þ

3.2. Partial Differential Equation-Based Asset Inventory
Charge Image Recognition. A brief description of the product
image samples used in the image recognition experiments
will be given. Since there is no supermarket inventory data-
base available directly on the Internet, the shelf inventory
database used in this paper for the study of supermarket
shelf product images is derived from actual images of super-
market shelf inventory, since different types of products
have different shapes in themselves and there are some dif-
ferences in the distance and angle at which the images are
taken. Therefore, the dimensions of each product sample
obtained by image segmentation may vary. Therefore, to
reduce the error of image recognition, the original images
obtained need to be standardized, so that the images of the
inventory library have the same size through processing,
which is more conducive to image recognition, and different
labels are labeled for different types of inventory to complete
the design of the shelf inventory image library [11]. Before
using the algorithm used in this article, the picture must first
be refined to ensure that it can be recognized. For the refine-
ment process, the clarity of the image must be guaranteed
first, and then, the details of the image must be controlled.

3.2.1. Image Recognition Steps. To identify the shelf inven-
tory more effectively, the inventory image recognition
scheme designed in this paper includes image acquisition,
image preprocessing, feature extraction, and classification
recognition into four parts:

(1) Image acquisition: the images used in this experi-
ment were collected from the actual shelf images of
supermarkets. Beverages, food items, and daily
necessities were selected from the experimental
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sample images as part of the product category for the
experiment

(2) Image preprocessing: manual segmentation of each
type of inventory in the collected shelf inventory
images is performed to complete the process of
building the experimental sample library. First, the
product categories for the experiments are selected
and the image samples of each category are seg-
mented from different angles and finally scaled to a
uniform size. The principle of the formula is

H = 〠
n

i=1
XiYi + 〠

n

i=1
X2
i +

x − μ

σ
ð9Þ

(3) Image feature extraction: by using principal compo-
nent analysis and linear discriminant analysis, fea-
tures of shelf product images are extracted and the
obtained features are used in the next step of image
recognition

(4) Classification recognition [12]: the classifier is
trained using multiple classifiers by using different
classification decision criteria while using samples
of the inventory images for the classifier to be rele-
vant after the classifier training is completed, the
extracted features of the inventory to be recognized
are input for image recognition and the classification
results of the samples to be recognized are derived.
The block diagram of the inventory recognition pro-
cess is shown in Figure 1

3.2.2. SME Capital Inventory Charge Image Feature
Extraction. Image recognition can essentially be seen as a
classification process. To be able to accurately identify the
category to which an image belongs, it needs to be distin-
guished from different categories of images. This requires
that the selected image feature not only needs to have good
image description properties but also that the feature can
distinguish images from different classes. In this section,
two image feature dimensionality reduction methods, PCA
and LDA, will be used to reduce the dimensionality of the
image features to be recognized, respectively; for the sake
of operational simplicity, the color image is usually grayed
out, and the recognition difficulty of the transformed image
is greatly reduced. The operation of converting a color image
to a grayscale image is called grayscale processing of the
image. Each pixel in a color image is determined by the three
color components of R, G, and B, and each component has
255 cases. Thus, a pixel is capable of having a range of more
than 16 million (255 ∗ 255 ∗ 255) color transformations
[13]. A grayscale image is a special color image with the
same R, G, and B components. A pixel has a range of 255.
Therefore, when performing the processing of digital
images, image grayscale processing is performed first to
reduce the computational effort for subsequent image recog-
nition. The transformed grayscale image has the same image

description as the color image and can represent the local
and overall chromaticity and luminance distribution charac-
teristics of the entire image. The grayscale processing of the
image can be implemented in the following manner.

(1) Maximum value method

The color feature with the highest brightness among the
three color components in the color image is taken as the
grayscale value of the grayscale map. The principle of the
formula is as follows:

M = 〠
n

i=1
Xi − �X
� �2 + 1

n
x − μ

σ

� �
ð10Þ

(2) Average method

The sum of the luminance of the three color components
of the color image is averaged, and the average value obtained
is the gray value. The principle of the formula is as follows:

M = 〠
n

i=1
Xi − �X
� �2 + 〠

n

i=1
XiYi −

x − μ

σ
ð11Þ

(3) Weighted average method

The three color components of R, G, and B are weighted
and averaged using different weights according to the
importance of color recognition and other related indicators.
Because the human eye is relatively sensitive to green, while
having the lowest sensitivity to blue, the three color compo-
nents are weighted and evaluated separately according to the
following weights based on the inductive analysis of several
trials, which can ensure that the converted grayscale image
is reasonable. The principle of the formula is as follows:

M = 1
n
〠
n

i=1
XiYi +

1
n
〠
n

i=1
Xi ð12Þ

The three methods of performing grayscale all have their
conditions of applicability; for the identification of stock
images, after several experiments for comparison and valida-
tion, it can be obtained that the grayscale operation of the
original image by the weighted average valuation method is
more effective for grayscale images, color images, and gray-
scale. The principal component analysis (PCA) method, by
using a set of low-dimensional data can effectively retain
most of the information in the original data. Therefore,
experimenting with a two-dimensional matrix consisting of
product sample images [14], feature extraction using the
PCA method not only reduces the computational effort sig-
nificantly but also represents the original product image as
accurately as possible and preserves the overall structural
information of the image to the maximum extent possible.
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The process of inventory image feature extraction using
principal component analysis is to perform a K-L transfor-
mation on the entire covariance matrix of the training sam-
ple set to obtain a set of feature vectors, which are then used
to form a feature subspace onto which each training and test
sample can be projected, and a set of coordinate coefficients
can be obtained, indicating the location of the image to be
tested in the subspace. Then, by comparing the coordinate
values of the test samples with the training samples, the final
result can be obtained by classifier recognition. The resulting
process is shown in Figure 2 [15].

(1) The captured inventory images are the input. Then, a
portion of the images of each product in the product
image library is selected as the training sample set to
obtain the vector set, which is represented by the for-
mula principle:

M = lim
x⟶∞

〠
n

i=1
X2
i ð13Þ

(2) Calculate the overall dispersion (covariance) matrix.
The following functional expression can be obtained:

A = lim
x⟶∞

〠
n

i=1
X2
i + lim

x⟶∞
〠
n

i=1
XiYi ð14Þ

(3) Solving for the eigenvalues and eigenvectors of the
scatter matrix. From the above equation, we can
see that the scatter matrix is an MN ∗MN dimen-
sional matrix, but the value of MN is very large, if
the eigenvalues and eigenvectors of this matrix are
solved directly, the computation is very large and
generally takes a lot of time, to save time and
improve the efficiency of image recognition; the
method of singular value decomposition (SVD) is
used for indirect solving. The basic principle of sin-
gular value decomposition (SVD) is
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Input Continuous convolutionn-
Pooling structure

The
connection

layer

Classification
of

regression 

Output Colour

Shape

Output

Figure 2: Image recognition structure.

Table 1: Average distance method and error correction SVM
identification results based on PCA features with different feature
dimensions (in %).

Recognition methods Precision Quantity Efficient

Partial differential equation 90 95 98

Error correction SVM 80 85 88

Average distance method 72 81 83
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B = lim
x⟶∞

〠
n

i=1
X2
i :〠

n

i=1
Xi − �X
� �2 ð15Þ

To solve the above problem, the Fisherface method is
used to solve the “small sample” problem in image recogni-
tion by combining PCA and LDA. The basic idea of this
method is to transform the features of the high-
dimensional space of the image sample to the low-

dimensional features by using the PCA method of principal
component analysis to ensure that the matrix obtained after
projection is a nonsingular matrix. Then, the best discrimi-
nant vector is solved by the linear discriminant analysis
(LDA) method. So, the final transformation matrix is
obtained by combining the image features extracted from
the above two image features [16].

By projecting the sample image to be tested onto the
transformation matrix W, the effective features of the
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Figure 3: Average distance method based on PCA features and the result of corrected image recognition.
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Figure 4: Average distance method and image recognition results based on LDA features.
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product image can be obtained, and then, the obtained
image features are fed to the classifier for recognition [31].
The following are the specific algorithmic steps for inventory
image feature extraction using the LDA method.

(1) Suppose there are a total of c classes of commodity
images to be recognized, and the total number of
samples participating in training is N belonging to
these c classes, with Wth class having the Nth sam-
ple. The prior probability that the training samples
belong to the with a class of goods is PðW, iÞ, and
the M ∗N-dimensional training commodity images
are transformed into column vectors [17].

(2) Generate intraclass and interclass scatter matrices
for the training sample set

(3) Using the PCA+LDA analysis method, a set of fea-
ture vectors with the best resolution is solved to form
the transformation matrix. First, the reduced dimen-
sional subspace WPCA of the overall scattering
matrix of the training samples is obtained by the
PCA method

4. Experimental Procedure and Analysis

The image recognition experiments conducted in this chap-
ter are based on two feature extraction methods, PCA by
principal component analysis and LDA by linear discrimi-
nant analysis, while to better utilize the color space features
of the images for image recognition, the features of the three
channels of the image H channel, S channel, and I channel
are extracted separately in the HSI color space mentioned
above. The commodity images are also recognized using
the secondary classification combination method mentioned
above. In addition, extensive experiments were also con-

ducted on different classification methods such as the aver-
age distance method and error correction SVM alone to
compare the correct recognition rates of various methods.
By analyzing and comparing the experimental results, an
image recognition method with better recognition results is
identified for the recognition of supermarket shelf merchan-
dise images in practical applications to verify the effective-
ness of the quadratic classification image recognition
algorithm in this paper [18].

4.1. Experimental Results of Capital Stock Charge Image
Recognition Simulation. In this section, we will use simula-
tion experiments of image recognition to test the effective-
ness of image recognition methods based on primary
classification method and secondary classification-based
image recognition methods, respectively [19], record the rel-
evant experimental results, analyze and compare the experi-
mental results, and select the image recognition method with
the best recognition effect as the method for image recogni-
tion of shelf goods.

To verify the effectiveness of the classification recogni-
tion method, firstly, a single classification method mean dis-
tance method and error correction SVM are combined with
the principal component analysis method PCA and linear
discriminant analysis LDA, respectively, and then, the
images in the commodity library of this paper are recognized
under different feature dimensions, and the following are the
experimental results. The HSI color space features of com-
modity images are extracted using PCA, and then, the mean
distance method and error correction SVM classifier are
used to recognize the commodity images [20], respectively,
and the experimental results are shown in Table 1.

To allow a more intuitive observation of the recognition
results, to compare the variation of the recognition rate of
each image recognition method with different feature
dimensions, and for the comparison of the recognition
results using different image feature extraction methods, a
line graph of the variation of the correct recognition rate
of shelf goods images with feature dimensions was drawn
using MATLAB software as shown in Figure 3.

From the results in the figure, it can be seen that the
overall recognition effect of the error correction SVM is
more than one percentage point higher than the average dis-
tance method, and the recognition rate reaches a maximum
of 87.65% because the error correction SVM classifier uses
the error coding theory in communication technology and
has a certain error correction capability. Therefore, the use
of error correction SVM classifier in the recognition of com-
modity images achieves better results than the use of the
average distance method, and its recognition effect is
improved to some extent.

So that the change in recognition rate of commodity
images can be observed more visually, a line graph of the
change in recognition rate with the dimensionality of images
for both image recognition methods was plotted using
MATLAB software, as shown in Figure 4.

We performed a visual qualitative comparison of seg-
mentation results between the method in this paper and
unsupervised image segmentation algorithms such as
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Figure 5: Comparison of experimental results.
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GMM and Level-set, as shown in Figure 5. The spatial fea-
tures used in this algorithm are extracted based on the
superpixel algorithm, so we also compared the method in
this paper with the latest superpixel segmentation algorithm,
LSC, for the experiments.

4.2. Analysis of Experimental Results of Capital Stock Charge
Image Recognition Simulation. Figure 6 shows the selected
image to be segmented from the BSD500 dataset. Figure 6
shows the segmentation result of the GMM algorithm, the
foreground image is segmented but due to the effect of the
complex background image, and some regions such as
clouds and grass are divided into foreground regions. The
segmentation result of the Level-set algorithm is strongly
influenced by the initial position; if the initial position is
suitable, then the selection result is satisfactory.

In the subsequent experiments, plots of the coloring
results of different methods for texture image I-V are shown.
Compared to other methods, the model proposed in this
chapter has a clear advantage. There is a color crossing for
the literature method. For the literature’s method, all the

image colors have changed significantly. The literature’s
method is visible from the images where some areas are
not colored. The literature’s method also suffers from the
difference in efficiency as in Figure 7, which is because the
proposed model can preserve the contour lines of the gray-
scale image while preserving the colored edges.

5. Conclusion

In this paper, we study the image recognition method based
on partial differential equations and the image coloring
method based on variational differentiation. Image recogni-
tion is the most fundamental task in image processing, and
noise largely blurs the detailed information of an image,
bringing to the analysis and application of the image to be
difficult. Partial differential equation-based image recogni-
tion methods can remove noise while protecting edges so
that detailed information of the image is not corrupted; the
method is of great interest to scholars. Image colorization,
i.e., colorization of grayscale images, this technique can
increase the image. The visual effect facilitates one to study
and analyze the image in depth. The traditional methods
of image coloring are color transfer-based shading coloring
methods and color diffusion-based coloring methods. In
recent years, with the improvement of computer perfor-
mance, new deep learning-based coloring methods have also
received extensive scholarly attention.

Firstly, we introduce the research background of image
recognition and image coloring and their practical applica-
tions; then, we list the types of noise in images and introduce
the current status of research on image recognition at home
and abroad. As for image coloring, the common color spaces
and the current research status of image coloring by domes-
tic and foreign scholars are introduced. Section 2 introduces
the related knowledge of image processing in detail. Firstly,
several common partial differential equation-based image
recognition models are briefly given, including the second-
order recognition model, the fourth-order recognition
model, and the full-variance recognition model, and the
image recognition problem is focused on. For the step effect
that exists in the second-order partial differential equation
when processing noise-laden images, the paper proposes
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two new fourth-order partial differential image recognition
models and computes them numerically using the finite differ-
ence method, MATLAB. The simulation experiments illus-
trate that the proposed model can effectively remove
multiplicative noise. In the experiments, the proposed first
model uses a manual tuning trial thresholding approach, and
the second model uses a histogram-based adaptive threshold-
ing approach. Image recognition technology based on partial
microequation can improve efficiency and speed in the future
development direction. Development in this direction can
always improve the effectiveness of its algorithm.
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